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Abstract
Geomagnetically induced currents (GIC) are created by the interaction of rapid changes in the magnitude of the magnetic field with the conductive subsurface of the Earth. The changing magnetic field induces electric currents, which are particularly strong along boundaries between regions of contrasting conductivity structure such as the land and sea. A technique known as the ‘thin-sheet approximation’ can be used to determine the electric field at the Earth’s surface, which in turn allows the calculation of GIC in the earthing connections of high-voltage nodes within a power grid. The thin-sheet approximation uses a spatially varying conductance over the region of interest on a 2D surface, combined with a 1D layered model of upper lithosphere conductance. We produce synthetic models of the auroral electrojet in different locations over the United Kingdom (UK) and investigate the effects of varying the 2D thin-sheet model. We assess different two-dimensional surface conductance models and vary the underlying 1D conductivity models to simulate the effects of resistant through to conductive lithosphere. With an advanced network model of high-voltage electrical distribution grid, we compute the expected GIC at each node in the system given the input surface electric fields from the various synthetic electrojets and conductivity models. We find that the electrojet location is the primary control on the size of GIC, with conductivity being a second-order effect in general, though it can be locally important.
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Background
Electric fields are generated in the ground during large space weather events primarily due to the induction effects of a changing magnetic field within a conductive medium (i.e. the subsurface). During geomagnetic variations, geomagnetically induced currents (GIC) can flow in certain types of grounded systems such as long pipelines and electrical distribution systems. These currents are usually harmless but high-voltage power systems can be vulnerable to GIC flow if they offer a low-resistance path for the currents compared to the ground itself (Boteler et al. 2013; Pirjola 2005; Viljanen and Pirjola 1994). The social and economic impacts of an extreme space weather event could potentially be very large if were to cause damage to power transmission networks (c.f. Radasky 2011; Schulte in den Bäumen et al. 2014), and hence, large GIC are of concern to network operators and civil government, amongst others (Cannon 2013; Thomson 2014).
Studies of past space weather events in the United Kingdom (UK), such as McKay (2003) and Turnbull (2010, 2011), have modelled the impacts on simplified versions of the high-voltage transmission system in the UK, using basic representations of the conductivity structure of the land and bathymetry of the offshore continental shelf (Beamish et al. 2002). These models were able to reproduce GIC values measured in Scotland during the October 2003 storm (Thomson et al. 2005). Measured GIC (three phases summed) in the UK during the October 2003 event reached a peak of 40 A in one high-voltage node.
More recently, Pulkkinen et al. (2012) developed scenarios of realistic electric field changes for a 100-year extreme event to aid network engineers and planners. These were applied to the high-voltage network of Virginia in the USA (see also Bernabeu 2013) and to a relatively simple model of the UK high-voltage network to compute the expected GIC. In these models, GIC of up to 300 A were found. A one-dimensional conductivity depth model was used giving a uniform electric field model; however, it is expected, in reality, that large-scale spatial variations would occur during a significant geomagnetic storm. Viljanen et al. (2014) have also produced a model of the European high-voltage network as part of the EURISGIC project (Viljanen 2011) from which they computed GIC of up to 100 A, again using a simple conductivity structure for the British Isles.
In order to increase the complexity of the geophysical and engineering layers, Beggan et al. (2013) investigated the use of a more sophisticated high-voltage electrical network model coupled to a more representative two dimensional surface conductance model, as developed by Beamish and White (2012). These improvements were applied to a set of reasonable ‘worst-case’ magnetic field change scenarios for the UK mainland, based on work from Thomson et al. (2011). Values of up to 460 A were modelled in one node for an extreme 200-year return event.
These large GIC values were generated with a fixed set of conductivity model parameters. Until now, there has been little investigation into the sensitivity of the GIC values to variation in the geophysical conductance models used to create them. Previously, extreme end-member states were chosen, and intermediary values were assumed to vary linearly. The aim of this study is to check if these assumptions are valid for the sophisticated models that are currently being employed. To do so, we examine the differences between GIC values that arise when different 2D surface conductance models are used and when the underlying 1D depth model is varied. In the next section, we outline the models used and the methodology for computing GIC.

Methods
Computing models of GIC
To compute GIC within an electrical network, three main components are required: (1) a model of the conductivity structure of the region; (2) spatial and temporal measurements of the magnetic field; and (3) information about the topology and electrical properties of the high-voltage network. As we are primarily interested in how the conductivity affects GIC, we focus initially on the details of the one-dimensional depth and two-dimensional surface conductance models, before describing the synthetic auroral electrojets and high-voltage network model.

Conductivity models
The diffusion length of the magnetic field into the subsurface (skin depth) is dependent on the conductivity of the local region and the time period (frequency) over which the change of the magnetic field occurs. The vertical distribution of the resistivity within the Earth’s crust, and the period considered, determine the size of the induced electric field. Deeper layers are more significant at long periods, while shallow layers have a stronger influence at short periods. The interaction of the external magnetic field with the conductive Earth can be approximated by thin-sheet modelling and the frequency (i.e. period) of the rate of change of the magnetic field, which relates to the penetration depth.
The thin-sheet modelling code used in this study is based upon the work of Vasseur and Weidelt (1977) and has been used in several previous studies (c.f. McKay 2003; Thomson et al. 2005). The code determines the surface electric field arising at a particular frequency from conductivity models of the surface and subsurface. Using a series of Green’s functions and integrals, a two-dimensional thin-sheet approximation can be used to model the effect that conductivity variations have on redistributing regional or ‘normal’ currents induced elsewhere (for example, in the shallow sea). The surface layer can be regarded as an infinitely thin sheet of finite laterally variable conductance, across which certain boundary conditions apply. A horizontal magnetic field will induce an electric field in the subsurface which creates a discontinuity current sheet at the surface. Hence, the thin-sheet model includes the effect that lateral conductivity variations will have on redistributing regional currents induced elsewhere. In this study, we analyse three different thin-sheet models, shown in Figure 1. All have a grid cell resolution of 10 km, covering an area of 1,200×1,700 km. In practice, we assume the 2D conductance represents the depth-integrated conductivity of the upper 3 km of the crust.
[image: A40623_2014_168_Fig1_HTML.gif]
Figure 1Two-dimensional conductance models.(A) Constant model, (B) AMK2003 model and (C) BGS2012 model. See text for details.




                        
The first 2D model (termed the ‘Constant’ model) is a simple land-sea model (Figure 1A). The depth-integrated conductivity (i.e. conductance) of the land is set to 20 S, while the conductance of sea water is set to 600 S. The second model is based on the work of McKay (2003) and is called the ‘AMK2003’ model (Figure 1B). This model has a more sophisticated bathymetric representation around the shallow continental shelf using a uniform value of sea water conductivity (4 S/m). Most of the land area is set to 20 S, but conductivity information from long-period magnetotelluric studies of the region around southern Scotland and northern England is included in these areas (e.g. Banks et al. 1983).
In 2012, a new UK thin-sheet conductivity model (termed ‘BGS2012’) was derived from the analysis of the resistivity properties of bedrock materials based on the British Geological Survey (BGS) 1:625,000 geological map of the UK and Northern Ireland (Figure 1C). This model uses information obtained from airborne geophysical surveys across the UK to provide a lithological and geostatistical estimate for all the UK bedrock formations. The central moments of the distributions were found to range from 8 to 3,125 Ω m (Beamish 2012). Over the continental shelf and ocean, a more complex bathymetry map was used, leading to a maximum conductance of approximately 1,600 S for the deeper parts of the Atlantic ocean. Onshore, the conductance values are for a depth integration of 3 km. The map differs strongly from the AMK2003 in the region around southern Scotland and northern England, as it relates to the shallow subsurface response as inferred from aerial survey but is self-consistent across the UK.
In addition to the two-dimensional surface conductivity, the thin-sheet modelling code also requires a layered one-dimensional conductivity model at depth. We construct six representative models for the conductance of the upper crust across the UK and a seventh representing a homogeneous half-space. The models are based on measurements made by various groups in the UK from 1977 to 1996 (see Banks et al. 1996; McKay 2003, and references therein), though applied across the UK as a whole for the purposes of this study.
Table 1 shows the values for the upper 30 km of each model. The upper 30 km vary between the six example models from 20 to 10,000 Ω m. The lower layers of the models have the same fixed values (Table 2) down to a depth of 390 km. A homogeneous half-space model with a constant value of 900 Ω m with no depth variation is also used; this has an average similar to the General Model. Deeper conductivity information may be added, if desired, but given the relatively short periods of magnetic field change, we investigate (see next section) and we do not need deeper layers, as depth penetration is less than a few hundred kilometers.
Table 1
                          One-dimensional resistivity models: 0 to 30 km [units:
                          Ω
                          m]
                        


	
                              Depth (km)
                            
	
                              0 to 10
                            
	
                              10 to 20
                            
	
                              20 to 30
                            

	Northern Highlands (NH)
	10,000
	5,000
	2,000

	Central Highlands (CH)
	1,000
	1,000
	200

	Midland Valley (MV)
	100
	150
	250

	Southern Uplands (SU)
	20
	20
	1,000

	Concealed Caledonides (CC)
	500
	2,000
	500

	General Model (GM)
	1,000
	1,000
	500

	Homogeneous half-space (HH)
	900
	900
	900




                           Table 2
                          One-dimensional resistivity models: 30 to 390 km [units:
                          Ω
                           m]
                        


	
                              Depth (km)
                            
	
                              All models
                            
	
                              Homog. Halfsp.
                            

	30 to 40
	112.4
	900

	40 to 50
	100.0
	900

	50 to 60
	89.3
	900

	60 to 70
	82.3
	900

	70 to 80
	79.4
	900

	80 to 90
	70.9
	900

	90 to 190
	63.3
	900

	190 to 290
	50.0
	900

	290 to 390
	31.3
	900




                        
In terms of geological settings, the Northern Highlands model represents a very resistive terrane, found in northern Scotland, where the underlying lithology consists of granitic or metamorphic rocks. The Central Highlands are a less resistive version of this model. The Southern Uplands has a very conductive upper lithosphere, while the General Model is an intermediary between these end-member regions. The other models types examine the effect of a hidden resistive layer (Concealed Caledonides) or a more typical sedimentary basin setting (Midland Valley), common across the central and southern UK. The homogeneous half-space is a simple 1D moderately resistive model. Note that combining the three 2D surface models combined with the seven 1D depth models gives 21 different conductivity scenarios to assess.

Magnetic field models
To simulate the magnetic field during a geomagnetic storm, we created a series of representations of the magnetic field arising from a synthetic electrojet current system moving across the UK as the auroral oval expands southward. We constructed four simulated ‘electrojet’ models, all approximately 800 km wide, with a tapered-cosine form. Three of the models have an orientation approximately geomagnetically east-west aligned across the UK, placed at three different latitudes. The first lies over northern UK (‘northern Scotland’), the second over the central UK (‘northern England’) and the third along the southern coast (passing through ‘London’). For completeness, an orthogonal magnetic field direction in a geomagnetic north-south alignment (approximately following the central axis of the ‘Irish Sea’) was also created. Although such an orientation is not realistic due to the configuration of the main magnetic field, storms can exhibit a locally strong north-south component for short periods. The electrojet models were created as normalized values on a grid in geomagnetic coordinates and then rotated 10° counterclockwise to match the appropriate position over the UK in geographical coordinates. The electrojet grids were cropped and subsampled to 1/12th of a degree (≈ 10 km) to match the grid spacing of the 2D thin-sheet conductivity models.
In order to compute the electric field response, the thin-sheet approximation code requires the average rate of change of the horizontal field over a fixed period. If we assume the amplitude of the horizontal field changes sinusoidally with a period of length T (in minutes), as the electrojet moves back and forwards, the input field strength (H
                           0) at any time (t) can be represented by: 
[image:  $$ \mathbf{B}_{H} = H_{0} \sin(2 \pi t/T)  $$ ]

 (1)


                        
We wish to compute the average rate of change of this equation. If we differentiate and then assume that the root-mean-square value of a sinusoid is [image: $1/\sqrt {2}$], then the horizontal rate of change can be written as: 
[image:  $$ d\mathbf{B}_{H}/dt = H_{0} \frac{2 \pi}{T} \frac{1}{\sqrt{2}} = H_{0} \frac{\sqrt{2} \pi}{T}  $$ ]

 (2)


                        
We mimic the expected 30-, 100- and 200-year extreme scenarios of the magnetic field (c.f. Beggan et al. 2013), by scaling the electrojet H
                           0 to 250, 320 and 450 nT for a period (T) of 2 min and 1,250, 1,575 and 2,275 nT for a period (T) of 10 min, giving six different magnetic field strength models. The values are chosen from the work of Thomson et al. (2011) based on records from European observatories over the past 30 years. Note that these are only meant to be snapshots of the extreme rate of change - such values are generally not sustained for very long (e.g. tens of seconds).
As there are four electrojet positions with six variations of field strength, this gives 24 different electrojet models. Together with the 21 different combinations of conductivity models, this gives a total of 504 different electric field models that can be computed.

Computing GIC
Once the spatially varying surface electric field has been found from the thin-sheet calculations, GIC can be computed using information about the network topology and characteristics. This consists of the latitude and longitude positions, connections and the electrical characteristics (earthing, transformer and line resistance) of each node in the high-voltage network. These parameters are used to calculate GIC (I, in ampere) along power transmission lines from the standard matrix equation in Lehtinen and Pirjola (1985): 
[image:  $$ \mathbf{I} = \left(\mathbf{1} + \mathbf{Y}\mathbf{Z}\right)^{-1} \cdot \mathbf{J}  $$ ]

 (3)


                        
where Z is the impedance matrix, Y is the network admittance matrix and 1 is the identity matrix. J is the ‘perfect earthing’ current (in the case that Z = 0) and is defined as: 
[image:  $$ J_{i} = \Sigma_{j \neq i} V_{ij}/R_{ij}  $$ ]

 (4)


                        
The values of V
                           
                    ij
                   are the geo-voltages between nodes i and j computed from the electric field map with R
                           
                    ij
                   being the line resistance between the two nodes, taken from the network model. The network parameters are also used to calculate Y and Z, and the geo-voltage is calculated by interpolating the electric field model values onto the positions of the transmission lines and integrating along a straight line between nodes. The GIC at each node on the grid is then computed using both the North and East components of the surface electric field. The vector I contains the estimated GIC for each node.
As we wish to examine the sensitivity of the computed GIC to changing the conductivity models, we fix the properties of the network. This is a modified version of the 2012 model of the UK network (Beggan et al. 2013), consisting of 695 nodes and 1,178 connections. Figure 2 shows an overview of the National Grid UK high-voltage 400- and 275-kV line distribution power network model. Additionally, in Scotland, National Grid operate the 132-kV network. Note also that multiple nodes (typically containing multiple transformers) can be co-located on the same site. The locations marked by triangles labelled A to L are the 12 nodes with the largest modelled GIC.
[image: A40623_2014_168_Fig2_HTML.gif]
Figure 2High-voltage network model for the UK mainland. Blue: 400 kV; Red: 275 kV; Green: 132 kV (Scotland only). Also shown are the locations of the top 12 nodes with largest GIC, labelled A to L.




                        


Results
Once the various electrojet and conductivity models were defined, we ran the thin-sheet modelling code for all 504 combinations of electrojet and conductivity model scenarios.
Visual assessment of GIC
Figure 3 gives some examples of the electric field models that have been generated. It is intended to show the variation that can occur from varying the one-dimensional and two-dimensional models, as well as the electrojet position. The top row shows examples of the four electrojet positions, scaled to 2,275 nT, i.e. a 200-year extreme H
                           0 for a period of 10 min. The electric fields from 12 selected conductivity model interactions (generated using the above electrojets) are shown in the lower three rows of Figure 3. The second row shows the electric fields using the Constant model, the third row is computed with the AMK2003 model, while the bottom row illustrates the output from the BGS2012 model. The columns are labelled with the 1D conductivity depth model used in combination with the 2D surface model. The first column (labelled NH) shows the resistive Northern Highlands, the second (SU) shows the conductive Southern Uplands, the third column (GM) is the output from General Model, while the rightmost (HH) is the homogeneous half-space. As can be observed in Figure 3, the largest electric field values (>7 V/km) are generated when the electrojet is orientated approximately north-south, with the homogeneous half-space. The Southern Uplands model generates the smallest electric field values.
[image: A40623_2014_168_Fig3_HTML.gif]
Figure 3Examples of the four electrojet positions (North Scotland; North England; London; Irish Sea). Magnetic field strength for the 200-year return event with a period of 600 s (top row) and electric field models generated using different combinations of 2D (lower rows) and 1D (columns) conductivity models from the magnetic field models shown in the top row. NH, Northern Highlands; SU, Southern Uplands; GM, General Model; HH, Homogeneous half-space.




                        
From the 504 electric field models, GIC at each of the 695 nodes was computed. Figure 4 shows examples of GIC calculated from some of these electric field models. A single 1D conductivity model (the General Model) was used. GIC for the Constant, AMK2003 and BGS2012 2D models using three electrojet locations are shown. The first column is the GIC computed for each conductivity model when the electrojet is located over Northern Scotland. Large GIC do appear in the central and southern parts of the UK and particularly along the coast. The size of the GIC are slightly reduced in the central regions of Scotland in the AMK2003 model, as the conductivity here is different compared to the Constant and BGS2012 model.
[image: A40623_2014_168_Fig4_HTML.gif]
Figure 4Example GIC generated from three of electrojet positions (North Scotland; Northern England; London). GIC for the 200-year return event with a period of 600 s and electric field models generated using different combinations of 2D (rows) conductivity models and the 1D General Model. Circle size indicates GIC relative to the 50-A scale. Blue colour shows nodes where current enters the grid; red shows current entering the ground.




                        
With the electrojet located over the London region, GIC are reduced compared to the Northern Scotland electrojet location models, though are still large around the central UK on the eastern coast. From examining the differences between the models in this figure, it suggests that GIC primarily responds to the location of the electrojet, though there is some local variation due to regional conductivity differences (e.g. in the central region of Scotland in the AMK2003 model).
Figure 2 shows the locations of the 12 nodes with the largest average GIC for these particular scenarios and network topology. The nodes with the largest GIC are typically at the end of long lines or ‘corner’ nodes in the network but note that different nodes can become larger depending on the network model used. All chosen nodes record GIC values of over 80 A, with one over 225 A for the General Model with the electrojet across North Scotland (node B).
From Figure 4, it is clear that when the electrojet model is over London, there are still relatively large GIC in the central Scotland area. Equally, when the electrojet is located over northern Scotland, there are some nodes with significant GIC (>25 A) in the southerly parts of the UK. This suggests that the impact of the electrojet can be dispersed from the source region to elsewhere in the country via the high-voltage network.
The UK network is essentially composed of seven regions, as a consequence of the historic evolution of the grid. There are dense concentrations of nodes around population centres, with a series of long lines running between clusters of generators in central England and central Scotland. This allows currents to equalise over long distances from regions of high electric field to lower electric field over the high-voltage network. Thus, nodes in locations of low electric field may experience relatively large GIC, as they offer an easier route to normalization of current.

Analysis of variance
Attempting to visually analyse the GIC from all 504 electric field models is rather difficult. Indeed, we wish to understand the relative influence and importance of the four variables (2D conductivity model, electrojet position, 1D conductivity model and electrojet strength) in our simulations which most affects the size of GIC. Hence, we examine the relative effect of each variable on the GIC using analysis of variance (ANOVA) for all 695 nodes. As many of the nodes have relatively small GIC overall (<5 A), we also examine the 12 nodes with the largest average GIC. We are interested in finding general conclusions as well as checking for local or individual effects, so we plot the GIC values for each node in geographical form to look for regional variation.
ANOVA is a statistical technique which can be used to discern the relative influence of different variables on the outcome of an experiment (e.g. Snedecor and Cochran 1989). In this case, there are four varying parameters, so the anovan function in Matlab is used to separate the influence of each by comparing their relative F statistic to determine which is the most important. For each node, the 504 GIC values, along with three out of the four parameters relating to each GIC value are passed to the anovan function to compute the F value, which is the main output statistic of interest. The parameter with the largest significant F value was considered to be the most influential on the size of GIC generated at any particular node. This was then repeated for all four combinations of the variables: 
1.2D conductivity model, electrojet position, 1D conductivity model;

 

2.2D conductivity model, 1D conductivity model, magnetic field strength;

 

3.2D conductivity model, electrojet position, magnetic field strength;

 

4.1D conductivity model, electrojet position, magnetic field strength.

 



                        
From the F value at each node, the most important parameter was chosen as the one occurring most frequently in the above four combinations. For example, if electrojet position was the important variable from combinations 1, 3 and 4, while strength was the most important in combination 2, then the electrojet position has a dominant influence on the size of GIC generated at that particular node. Hence, it is recorded as the dominant parameter.
Table 3 gives a summary of the dominant parameters for each node as computed from the ANOVA. The first row gives the influence of each of the parameter using all 695 nodes from all 504 electric field models. Note, there are 25 nodes which exhibit practically zero GIC in all of the simulations. Five of these are ‘virtual’, in the sense that they represent line splits in the network, while the remainder are located too closely together to allow large GIC to flow. The majority of nodes (432) are influenced by the position of the electrojet in the simulations. For 69 nodes, it is the influence of the 2D conductivity model that is prevalent, while the 1D conductivity model has the least influence in overall statistics (32 nodes). Figure 5 shows the geographical distribution of the nodes associated with each parameter’s influence.
[image: A40623_2014_168_Fig5_HTML.gif]
Figure 5The most influential parameter at each of the 695 nodes.




                           Table 3
                          Frequency of the most influential variable for GIC
                        


	 	
                              GIC ≤ 5A
                            
	
                              Cond 2D
                            
	
                              Ejet Pos.
                            
	
                              Cond 1D
                            
	
                              Strength
                            

	All nodes
	25
	69
	432
	32
	137

	Fixed ejet/strength 
                                a
                              
                                          
	27
	180
	-
	488
	-

	Top 12 nodes
	-
	2
	6
	3
	1

	Fixed ejet/strength 
                                a
                              
                                          
	-
	3
	-
	9
	-



                                    
                          a
                        Irish Sea; 200-year, 10-min period, 21 electric field models only.



                        
The second row of Table 3 illustrates the dominant parameter if the problem is reduced to just the relative influence of the 2D versus 1D conductivity models by fixing the electrojet position (over the Irish Sea) and the magnetic field strength (at 200-year return at 10-min period). In this case, the GIC at more nodes are sensitive (488) to the 1D model than the 2D model (180). Figure 6 shows the geographical spread of the nodes. For the 2D models, the region around southern Scotland and northern England shows the greatest density of nodes, though lines of nodes lying along some of the conductivity features in the BGS2012 model are visible in the southern part of the UK.
[image: A40623_2014_168_Fig6_HTML.gif]
Figure 6The more influential parameter of the two-dimensional (TwoD) or one-dimensional (OneD) conductivity model.




                        
The influence of the parameters on the 12 nodes with the largest GIC is examined in rows 3 and 4 of Table 3. Including all the parameters (row 3) shows the electrojet position which controls the size of GIC, while fixing the electrojet position and strength, as before, indicates that the 1D conductivity models are dominant. Note that if we do vary the fixed electrojet position (i.e. for the statistics in row 2), then the 1D conductivity remains the dominant factor.

Influence of conductivity models
We next examine the variation from the 1D and 2D models in the top 12 nodes, to determine which conductivity model has the largest influence. To do this, we plot the GIC values out as a series of ‘box’ plots. Box plots show the range of the data in the form of a central box giving the 25 to 75 percentiles, with whiskers extending to the 9 to 91 percentiles. The line in the middle of the box shows the median value. Note that if the median between models is not different at the 5% significance level, their notched intervals will overlap. For clarity, the outlier values are not shown in these plots.
Figure 7 shows the box plots for the seven 1D conductivity models (c.f. Table 1 for acronyms). The letters A to L refer to the locations shown in Figure 2 and are ordered approximately by latitude from north to south. The box plots suggest that the largest GIC are generated by the homogeneous half-space and Northern Highland models, while the Southern Uplands model generates the smallest GIC values. This concurs with the electric field images shown in Figure 3. The 1D model has the largest influence on the generation of electric field values and hence GIC.
[image: A40623_2014_168_Fig7_HTML.gif]
Figure 7Box plots for the seven 1D conductivity models at the 12 nodes with largest GIC. Panels (A–L) refer to the nodes shown in Figure 2. See text for details and Table 1 for model acronyms.




                        
Figure 8 shows the spread of GIC data for the same nodes by splitting the dataset into values from the 2D conductivity models. The AMK2003 model shows lower GIC values in nodes A to F (more northerly) while the BGS2012 model has lower GIC values for nodes G to L (more southerly). In certain nodes, the local conductivity can make a large difference. For example, in node C, the variation between GIC from the AMK2003 and the BGS2012 model is much larger. However, in general, the variation of GIC between 2D models is similar. The differences between the GIC in northern nodes (A to F) versus southern nodes (G to L) suggests that the BGS2012 2D model is correctly redistributing the electric field, as the more resistive lithology in the northern half of the region creates larger GIC compared to the more conductive geology of the southern regions (though with local exceptions).
[image: A40623_2014_168_Fig8_HTML.gif]
Figure 8Box plots for three 2D conductance models at the 12 nodes with largest GIC. Panels (A–L) refer to the nodes shown in Figure 2. See text for details.




                        
Thus, at most nodes, the variation in GIC between the seven 1D models is larger than the variation between the three 2D models. Note that there are 168 values for each of the box plots in Figure 8, so the largest value outliers are not shown and the median and 9 to 91 percentile ranges will differ from Figure 7 which have only 72 values per box.


Discussion
The statistics from the analysis of variance method show that the electrojet position and strength are by far the dominant factors in the size of GIC values generated in the synthetic electric field models (c.f. Figure 5). Although this is not a new result, it does confirm previous findings and suggests that, in general, the conductivity structure is a second-order effect.
However, when examined in detail, it can be seen that in certain regions, variations in the 1D and 2D conductivity can enhance or diminish the GIC values particularly where the largest GIC are found. For example, the 2D AMK2003 model has a high conductivity structure in the central Scotland area, which gives lower GIC values than the other two models. In this area, the conductivity model is the dominant factor, leading to smaller GIC compared to the other models. The influence of the 2D conductivity models can be seen in Figure 6 where some of the nodes lie along more conductive lithologies in the southern part of the UK.
The 1D conductivity structure has a generally stronger influence and can lead to large differences in the GIC. In Figure 7, nodes D, E and G show much larger GIC when a homogeneous half-space value is used for the 1D conductivity, compared to the Southern Uplands model. In contrast, nodes K and L along the south coast are less sensitive to either 1D or 2D conductivity differences. Beggan et al. (2013) used the homogeneous half-space for their GIC analysis, and this has proven to be the most extreme form of 1D conductivity model.
Figure 3 shows that the most important surface variations occur on the boundaries of the conductivity contrasts, i.e. the coastline is obvious in many of the electric field models. As the UK is an island, this is the most important consideration for first-order modelling of GIC. The second-order differences are provided by the redistribution of the electric field by the variation within the 2D models, a feature noted in Beamish et al. (2002) for example.
Another point we wish to make is that even when the position of the electrojet is relatively distant, large GIC can occur. From Figure 4, it can be observed that when the electrojet is located over North Scotland, there are significant GIC along the coastal nodes in the east and west of the southern UK. This is likely to be a consequence of the topology of the UK network, whereby GIC outflows are dispersed from the source region along the least resistive parts of the high-voltage network.
We suggest further analysis should be made using measurements of GIC across the UK in key nodes when they become available. From such measurements, it is then possible to invert for conductivity (Vasseur and Weidelt 1977) and hence iteratively improve our knowledge of the conductivity structures affecting the nodes.

Conclusions
In this analysis, we are mainly concerned with identifying factors related to conductivity that may generate additional uncertainties in GIC which have not previously been accounted for. By examining three different 2D surface conductance models and seven different 1D conductivity depth models, we have attempted to assess some of the geologically feasible variations possible within the UK. We find that the major driver of GIC is the relative position and strength of the electrojet over the UK, while the influence from conductivity tends to be a second-order effect, in general, but can enhance or reduce local GIC in certain regions.
We have produced a series of 504 synthetic surface electric field scenarios for modelling GIC in the UK. The scenarios represent a best guess for various reasonable ‘worst-case’ scenarios during a large geomagnetic storm. The UK power grid is very well-connected and has a complicated topology giving it good resilience to the flow of large GIC. The multiple pathways through which currents can dissipate means that there are few nodes that are obviously vulnerable to major events, even given the uncertainties in our current modelling techniques.
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