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Abstract

Taking into account the motional induction effect, in which the Earth crust that has finite electrical conductivity
vibrates in the ambient geomagnetic field resulting in motionally induced electric current, we derive semi-analytical
solutions of seismo-electromagnetic signals generated by an earthquake source in 3-D multi-layered media, which
consists of an air half-space and multiple solid layers. First, both the elastic and electromagnetic (EM) wave-fields
involved in the governing equations, which have the form of Maxwell’s equations coupled with elastodynamic
equations, are expanded by a set of vector basis functions in cylindrical coordinate system. Then, we reorganize the
transformed governing equations expressed by expansion coefficients and obtain corresponding first-order ordinary
differential equations for the wave-fields in air and solid media. The expansion of the motionally induced electric
current and the reorganization of Maxwell's equations are the most important part, and also the most complicated
and tedious part of this work. Thereafter, we solve the first-order ordinary differential equations through the Luco-
Apsel-Chen generalized reflection and transmission method gaining solutions of the expansion coefficients. Finally,
we obtain the frequency-space-domain semi-analytical solutions written as integrations of corresponding expansion
coefficients over wavenumber domain, which can be numerically calculated by the discrete wavenumber method.
The time-domain solutions can be achieved by further applying the discrete inverse Fourier transform. To have a
numerical stability at any high frequency, we adopt the analytical regularization approach in the derivation process by
introducing two artificial interfaces with infinitely small distance from the source. On the basis of the semi-analytical
solutions, we can tell that only EM fields of TM mode (in which magnetic fields are transversely polarized) will be
induced by SH waves, whereas EM fields of both TE mode (in which magnetic fields are transversely polarized) and
TM mode will be induced by P and SV waves. The derived semi-analytical solutions can be used to calculate seismo-
electromagnetic signals either below or above the free surface.

Keywords: Semi-analytical solutions, Seismo-electromagnetic signals, Motional induction effect, Luco—Apsel-Chen
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Introduction
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et al. 1997; Honkura et al. 2000, 2004; Nagao et al. 2000;
Karakelian et al. 2002; Matsushima et al. 2002; Tang et al.
2010; Fujinawa et al. 2011; Han et al. 2011, 2014, 2015,
2016, 2017; Huang 2011a, b; Hattori et al. 2013; Xu et al.
2013; Fujinawa and Noda 2015). These EM signals have
attracted many attentions from geophysical scientists,
because they are obviously connected to earthquake and
provide a new perspective to detect and study develop-
ment of earthquake and occurrence processes, as well
as the precursory anomaly of earthquake. Hence, many
theoretical and experimental efforts have been made
to reveal the physical mechanism of the earthquake-
related EM signals. After decades of research, geophysi-
cal scientists have come up with several possible physical
models that consider different seismo-electromagnetic
coupling mechanisms to explain the earthquake-related
EM signals. Nowadays, four kinds of mechanisms, i.e.,
electrokinetic effect (e.g., Mizutani et al. 1976; Pride
1994), piezoelectric effect (Ogawa and Utada 2000;
Huang 2002), piezomagnetic effect (e.g., Okubo et al.
2011; Yamazaki 2016), and the motional induction effect
(e.g., Gershenzon et al. 1993; Honkura et al. 2000, 2004),
are widely accepted and frequently used for analyzing the
earthquake-related EM signals. These four mechanisms
are based on relatively independent physical hypoth-
esises, and in fact, it is hard to explain all observed EM
signals by just one of the mechanisms. The realistic earth-
quake-related EM signals may be governed by part or all
of the four mechanisms, and hence, it is worthwhile to
conduct extensive investigations to figure out the seismo-
electromagnetic conversion characteristics of the four
different mechanisms. For example, a technique extend-
ing the Luco—Apsel-Chen (LAC) generalized reflec-
tion and transmission (GRT) method (Luco and Apsel
1983; Chen 1993), which is a well-known and very use-
ful method for the study of synthetic seismogram (Mar-
tin and Thompson 1997; Chen 2007; Ge and Chen 2008),
was introduced to simulate seismic waves and EM signals
by considering the electrokinetic effect (Ren et al. 2007,
20104, b). Later, this technique was adopted to study the
EM signals generated by earthquake sources (Ren 2009;
Ren et al. 2012, 2015, 20164, b, 2020; Zhang et al. 2013;
Huang et al. 2015; Sun et al. 2019).

Motional induction effect is also known as seismo-
dynamo effect (Honkura et al. 2000, 2009) or crustal
dynamo effect (Iyemori et al. 1996). It is based on the
physical idea that the seismic ground motion of Earth’s
conducting crust immersed in the ambient geomagnetic
field can yield an electromotive force and a motional
induction current, which causes temporal variations in
EM fields. Gershenzon et al. (1993) investigated several
seismo-electromagnetic coupling effects using a dipole
model for the source of the earthquake-related EM

Page 2 of 26

signals to estimate the EM signals caused by motional
induction, piezomagmetic and electrokinetic effects.
Iyemori et al. (1996) adopted the motional induction
effect to discuss coseismic EM signals of the 1995 Hyo-
goken-Nanbu M7.2 earthquake by considering an elec-
trically conducting slab moving in geomagnetic field.
Matsushima et al. (2002) recorded the coseismic EM
signals of the 1999 M7.4 Izmit earthquake and its after-
shock, and claimed that the seismo-dynamo effect is a
plausible mechanism for the recorded EM signals. Uji-
hara et al. (2004) conducted magnetotelluric observa-
tions to record EM data for the aftershock of the 26 May
2003 M7.1 off Miyagi Perfecture earthquake, and they
concluded that the seismo-dynamo effect is responsible
for the EM signals associated with seismic waves. Tang
et al. (2010) also proposed that the coseismic EM signals
of the aftershocks of 2008 Wenchuan Ms8.0 earthquake
were possibly caused by motional induction effect.

To get a fundamental insight into the motional induc-
tion effect, quantitative investigations were also con-
ducted by researchers. Yamazaki (2012) developed a
solution for motional induction effect in 3-D horizontally
layered model with seismic waves approximated as plane
waves. He showed that the amplitudes of magnetic field
arising from a Rayleigh wave with displacement of 10 cm
and a period of 30 s were as large as 0.1 nT. Gao et al.
(2014) provided analytical solutions for motional induc-
tion effect in a homogeneous full-space model. Their
analytical solutions also showed that the coseismic elec-
tric and magnetic signals corresponding to the seismic
waves with the acceleration of 0.1 m/s? can be as large as
1 mV/km and 0.1 nT, respectively. Later, Gao et al. (2019)
studied the EM responses to an earthquake source due to
the motional induction effect in a 2-D horizontally lay-
ered model. These quantitative studies suggested that the
motional induction effect possibly plays an important
role in generated EM signals during earthquake. How-
ever, these studies have some limitations. The solutions
of Yamazaki (2012) cannot apply for the near-field case,
since the approximation of seismic plane wave was used.
The analytical solutions (Gao et al. 2014) are only for a
homogeneous full-space. The 2-D solutions of Gao et al.
(2019) only account for a special situation, in which the
fault plane is perpendicular to the plane of seismic wave
propagation. Besides, Gao et al. (2019) claimed that it was
difficult to derive the 3-D solutions by methods like the
LAC GRT method, and that double space-to-wavenum-
ber Fourier transforms must be applied to derive the 3-D
solutions. However, they were wrong about this point.

In this study, we consider a 3-D multi-layered model,
which is widely used in the study of seismology, and use
the LAC GRT method to derive the semi-analytical solu-
tions of seismo-electromagnetic signals generated by an
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earthquake source due to the motional induction effect.
The mathematical derivations are shown step by step
to assure the credibility. The remainder of this paper is
organized as follows. First, we summarize the governing
equations that have the form of Maxwell’s equations cou-
pled with elastodynamic equations, as well as boundary
conditions for seismic waves and EM signals in a multi-
layered model. Second, we give a brief introduction to a
set of vector basis functions, which is expressed in cylin-
drical coordinates, and use it to obtain transformed gov-
erning equations. In this process, deriving the expansion
coefficients of the cross product of seismic displacement
to ambient geomagnetic field is complicated but a key
step. Later, we show the mathematical derivation process
for obtaining the general solutions of the transformed
governing equations in the frequency domain. Finally,
we utilize the LAC GRT method to determine the source
terms and wave—amplitude vectors, and insert them
into the general solutions obtaining the semi-analytical
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solutions in frequency—space domain. The time—space-
domain solutions can be achieved by further applying the
discrete inverse Fourier transform.

Governing equations and boundary conditions

for multi-layered media

The multi-layered media concerned in the study are illus-
trated in Fig. 1. There are N homogeneous solid layers
below an air half-space, and each solid layer is bounded
by horizontally flat interfaces, z = z/) and z = zV*V). The
interface with the depth of z = z1 is a free surface. The
bottom layer (N-th solid layer) is a half-space and thus
has a lower interface z = zN*1 = 4.00. A double cou-
ple point source is embedded in the sth solid layer and
located at (0,0, z;). To eliminate the exponential growth
factors in the source term (see Source term section), the
analytical regularization approach (Chen 1999; Ren et al.
2010b) is applied by inserting two artificial interfaces
z2=2) =z~ Az and z=2z0Y =z+ Az where

0 X
Y Air uO =y, e0=¢g,, a0=0
- . z (Free surface)
1% solid layer A0, GO, p), 4D e 1)
Z(2)
2 solid layer A2, GO, p@, 4@ @, 52)
A
~ 7
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2’ 7G 7p ,/’l 78 70- (s_)_Z A
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A0, GO, p ), 4, M), (M)
2V _ o
Fig. 1 A multi-layered media with a double couple point source in the sth layer
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A z is positive and infinitely small quantity. When A z
approaches to zero (i.e, A z — 0), the sth solid layer
actually will be divided into two layers, 2z <z < z7)
and z0) <z < z6+D),

The elastic and electrical properties of each solid layer
are described by Lamé constant 2%, shear modulus GY,
density p", magnetic permeability u), electrical per-
mittivity /), and conductivity o). The two parameters
1% and ¢ can be related to g (the vacuum magnetic
permeability) and & (the vacuum electrical permittiv-
ity) by u) = uy)uo and ¢¥) = sy)so, where u,) and sy)
represent the relative magnetic permeability and rela-
tive electrical permittivity, respectively. We will also
derive the semi-analytical solutions of EM fields in the
near-free-surface air (e.g., with altitude less than sev-
eral kilometers), which is far away from ionosphere, and
therefore presumably can be treated as non-conductive,
ie., 0@ = 0. For the air medium, we assume p©@ = ug
and ¢© = g,

Assuming a time dependence of e™“*, one can find the
governing equations of seismo-electromagnetic signals
in the jth solid layer can be written as the following fre-
quency-domain expressions:

—iwt
_wzp(/)u(i) =(;L(I') + ZG(/))VV )
—GPV xV xua?” + 3;sF, (1)

. . . N ,
) =290 .u)e, + GV 2;— +e, x (V x u(’))}
z

2)

V x H? = —iwiDEY — jwoPu? x B, 3)
V x EV = jwuPH?, (4)

where j=1,2,...,N; §/) =) 4 f)a(");  represents
the circular frequency; u is the seismic displacement
(meaning —iwu represents the seismic vibration veloc-
ity); F indicates the body force density; §; is Kronecker
delta function; t is the traction acting on a horizontal
plane below the air half-space; e, represents the unit
vector along z-direction; E and H are the electric and
magnetic fields, respectively; B* indicates the ambient
geomagnetic field. The seismic waves are independent
of EM signals. The second term in the right side of Eq.
(3) represents the induction electric current generated
by the vibration of conductive media in geomagnetic
field. It acts as the source of EM fields. This study con-
siders time and spatial scales up to several minutes and
several hundred kilometers, respectively. Although the
ambient geomagnetic field B? varies over these scales,
the amplitudes of these temporal—spatial variations are
significantly smaller than the temporal—spatial average.
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Therefore, temporal—spatial variations in B? should cause
only minor changes on the resultant EM variations. For
this reason, B? is considered as a uniform vector over the
area and period of interest (Yamazaki 2012).

Equation (2) is derived from t¥) = I'? . e,, where ')
is the stress tensor given by:

r% = ;9w . a1+ G"» [Vu(n +vuNT|, (5

where I is the identity matrix and the superscript ‘T" rep-
resents the transpose of the matrix. The boundary condi-
tions that should be taken into consideration in deriving
the semi-analytical solutions are the reason of using t
instead of TV,

The detailed boundary conditions are as follows

i. Traction free on the free surface, that is:

Y

z=z(1) =0 (6)

ii. Continuities of seismic displacement and traction
fields at subsurface interfaces, that is:

o]l o= [59]
-[(1_1) 2=20) - t(/)

ilii. Continuities of horizontal components of EM fields
at each interface, that is:

’
7=z

{esz(fl)] . [esz(i)}
e, x EV-D I e, x E¥ seg)
G=12...,N);
(8)
iv. Radiation condition at infinity (z = +00), that is:
Fa) T
)
HN =0, )
L EN) Jlz=zv+y)
[HO
E© =0, (10)
L Z=—00

where E@ and H© indicate the EM fields in the
air.

Transformed governing equations

In this section, we adopt a classic method that has been
widely used as a pretreatment before deriving semi-analyti-
cal solutions of wave-fields in 3D multi-layered media (e.g.,
Aki and Richards 1980; Chen 1999; Ren et al. 2007, 2009,
2010a, b, 2012). This pretreatment leads to transformed
governing equations. The details are introduced below.
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The involved wave-field vectors are expanded using a
set of vector basis functions:

TV (r,0) =k 'V x [e,Y]"(r,0)],
S{(r,0) = k'Y (r,0), (11)
R/ (r,0) = —e, X" (1,0),

where Y;"(r,0) = Jm(kr)e™o(m = 0, £1, 42,...) is the

cylindrical harmonic function. The orthogonality and
completeness of this set of vector basis functions, which
have been proven in previous studies (Aki and Richards
1980; Chen 1999), can be found in Appendix A.

An arbitrary vector, for example, C(r,0,z), can be
expressed in terms of this set of function basis as:

C(r,0,z) = 2—

m=—00

/ (Crom(@ T ()

+Cs,m(z, k)S}' (r,0) + CR,m (z, R (1, 0) }kdk, (12)
where Cr (2, k), Cs (2, k), and Cg (2, k) are the expan-
sion coefficients given by:

21 +00

Crm(z, k) = / / C(r,0,z2) - [TZ’(r,G)]*rdrdQ,

(13)
2m 400

Csm(z, k) = / / C(r,0,2) - [S}'(r,0)] rdrdo,

(14)
21 +00

Crm(z, k) = / / C(,0,2) - [R,Z”(r,@)]*rdrde,
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Transformed governing equations of elastic waves

For the double couple point source concerned in this
study, the body force density F can be mathematically
expressed as:

F(r,0,z) = —M(w) - V[§(r — 15)é(z — z4)], (16)

where r is the horizontal space variable, i.e.,
r = (r,0) = (x,9); rs denotes the horizontal space vari-
able of source point; zs indicates the source depth; § is
the delta function; M(w) represents the spectrum of
the source moment tensor. There is a trick in evaluating
expansion coefficients of the source according to Egs.
(13)—(15): if an arbitrary cylindrical coordinate system
is chosen, the order ‘m’ will theoretically go to infinity.
However, if a ‘source-center’ cylindrical coordinate sys-
tem, in which the point source is located in z-axis, is cho-
sen, the order ‘w7’ will be limited as |m| < 2. Therefore, we
choose a source-center coordinate system for 3D prob-
lem (see Fig. 1). Then, the expansion coefficients of the
double couple point source can be written as:

Z ¢rSn],-[ T,}’l;

n=1,2

Fs,m(z, k) Ssn
Eren]= X e

n=0,1,2

(18)

where:
fra=fo1=08@E—2) frao=fio=258z—z),
k
fso=—3 [Mix (@) + Myy(@)]8(z — z),

fR,O = Mzz(w)(s/(z — z),
Jr1 =ké(z —z), fr2=0,

(15) (19)
where the symbol * indicates the complex conjugate.
Pt = [Myz(w) + iMyz(0)18m,1 — %[Myz(w) — iMyz (@) 10m,—1,
oy = li{i[Myy(a)) — Mix ()] = 2Miy (@) } 2
—f{ Myy (@) — My (0)] + 2May (@) } 81,2,
o = Imo 20
Ot =3 M) — Mie(@)16m1 + %[iMMw) + Mz (@)18,-1,
Gy = ’; [Mix () = My (@) = 2iMay (@) |2
2 (M) — My @)+ 200y )] 32
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Myx(w), xy(w): xz(@), yy(w)r yz (), and M, (w)
are the corresponding elements of the source moment
tensor M(w). In this work, we take into account double
couple point source representing a fault without ten-
sion (i.e., the displacement discontinuity across the fault
is parallel to fault plane). For such kind of source, Egs.
(3.21) and (3.23) in Chapter 3 of Aki and Richards (1980)
tell us that the source moment tensor is a symmetric ten-
sor (Chen 1999).

The elastic wave-fields involved in Egs. (1) and (2) can
be rewritten in terms of expansion coefficients. Using the
orthogonality of the vector basis functions (see Appen-
dix A) and noticing Eqgs. (17) and (18), we find that the
expansion coefficients of u and T satisfy the following lin-
ear superposition:

ul) (z,k) su uTn(z,k)
= ¢ . 21

Lm(z, k) EZ | &0 2k =
where:

d ~ (/) 1

d—uT W2 Kk) = el 7, n(z, k) (22)

d .

- 0 (k) = GV (W) @ k) = Sofrm  (23)
with n=1,2, (y )2 = 12 — (ws?)?, sV =4/pV/GV;
and

usm(z,k) usn(zyk)
uRm(Z’k) Z ¢PSV uRn(Z’k) , (24)
rSm(z, k) 012 {;l(z, k)
tRm(z,k) fIE’,n(z,k)
where:

A9 k) = ki (2, k) + -9 (2, k) (25)

dz S,n\? - R,n\<~? G(])Sn’ :

f;t,@n( k) = )(’)k(”) i) (2 5p .) iy (2, k),

(26)

d , A Ny

;fg;<z,k): 4()VV>+G(’))<I<Z,)> —?p" |l (z,k)

Ss
() (p) =~ ()
+2Vk ar(z k) — 8 sfsn
(27)
d .
d—rl({il(z,k) —w ,o(’)uRn(z,k) ktgzl(z k) — 8 sfrns

(28)
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withn = 0,1,2, s = \/pv‘)/(w) +2G0).

We can see, the two expansion coefficients associated
with SH waves, uT)m(z, k) and r(T] n(2,k), are independ-
ent of those assoc1ated w1th P and SV waves, u(S]) (z, k),
up m(z, k), Tg, m(z, k), and 173 m(z, k). This fact leads to two
uncoupled modes of elastic wave-fields; that is, SH mode
governed by Egs. (21)—(23) and PSV mode governed by
Eqgs. (24)-(28).

Expansion coefficients of the cross productu x B2

The induction electric current —iwou x B? acts as a
source of EM fields. Determining the expansion coef-
ficients of u x B? is the key of transforming Eq. (3) and
solving EM fields. For 3-D case, the intersection angle
between propagation direction of seismic wave and ori-
entation of the ambient geomagnetic field varies for dif-
ferent azimuth angle. This makes the expansion of the
vector u x B? and the derivation of EM field solutions
in 3-D case more complicated and tedious than the 2-D
case.

Now, let us define:

C(r,0,z) = u(r,0,z) x B, (29)

Note that seismic displacement can be expressed by
expansion coefficients as:

u(r,0,2) = / (. m(5, T (1, 0)

+ut5,m (2 k)Sk (r,0) + uR,m(z, KR} (r,0) }kdk, (30

and Eq. (11) can be rewritten as:

T{r,0) = Lk e, = ], (kr)e™ e,
r

P, 0) =, (kr)e”"@er+‘kﬁ/m(kr>eim9 es, (3D
14

R/ (r,0) = —Jm(kr)e™ e,

where e, and ey are the two horizontal unit vectors of
cylindrical coordinate system.

Assuming the x-, y- and z-components of B? are B, B;,
and BZ, respectively, we can obtain the expression of B* in
cylindrical coordinate system as:

B = (Bi cost + B; sin 0)e,+(—Bisinf + B;COSQ)eg +Ble,.
(32)
Substitution of Egs. (29) and (30) into Egs. (13)—(15)

yields:

Cem (2, k') = CP (2, k) + CE2 (2, k) + CEo (2, K),
(33)
where, &€ = T, S, R; and
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—+00
{ / [uT,m(z, k)T (r,0) x Ba]kdk} . [T,’(r/’,(r,é’)} *rdrdG,
0

+00
{ / (145, (2, IS (1, 6) Ba]kdk} [T 0] rarae,
0

t3
CEe, ) =

—+00

{ / [tk (2 ORI (1, 0) Ba}kdk} : [Tﬁ’(r,e)rrdrde,
0
+o0o

{ / (47 m (2, KT (1, 0) x Ba]kdk} [ 0, 0)] rarae,
0

+00
{ / (s, (2, KIS} (r, 0) xBa]kdk} : [sz?’(r,e)rrdrde,
0

t3
Cony (@ k) =

+00
{ / (142, KORL(r, 0) x Ba]kdk} - [87 40| rebrao,
0

400
{ / [uT,m(Z, KT (r,0) x Ba]kdk} . [R,Z',(V,G)rrdrde,
0

(36)
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Clgi;t/z(z, k)=
Lo 27 400 (400 (41)
’ *
= 2 / / / (5.2, KIS} (1, 0) x B kdk - R (1,0)] ",
m=—%9 o 0
Cpart3( /(/)
| & 27 400 (400 (42)
’ *
D / / / (42, ORY (1, 0) x B kdk ¢ - [RYY (r,6)| rrdp.
m=—%9 o 0
For the above nine integration formulas, we need to C;a,r,zfl (z, k") =0. (46)

find out their explicit expressions one by one.

For Eq. (34), we can replace T}'(r,0), T} (r, #), and B?
with their expressions in cyhndrlcal coordlnate system.
Utilizing Eqgs. (31) and (32), we derive:

[T7"(r,0) x B*] - [T;‘f’ (r,@)r _

el mﬂ’[ T K, (kr>+—/ (k’r)lm(kr)]

(43)
Then, we substltute Eq. (43) into Eq. (34) and use the
relation ;- f elm=rm)0 g9 — 5, . to gain:

Ch (@ k) =

Combination of Egs. (31) and (32) also gives:
[S2(r,0) x B*] - [T;",’ r, 9)]*

= Breltn { T (k/r) (k) + 1K', (kr)}
(47)
Substituting the above formula into Eq. (35) results in:

part2

Tm’( k/) -

+00 +oo( )2
m
/{/ { Wr —5 It K OV T (k1) + T, (K 1), (kr)}rdr}

0 0
- us (2, k)Bikdk.

+00 ( +00
[ ] [me@nnyor + 5, wnneo) v 4o
v Jory /A TV R0 S S ST S5 | T Notice another property of Bessel function
Ut (2, k)Bikdk. (m,)2
(44) / { o 5 St (K'1) ] (k) +]y’n/(k/r)]£n/(kr)] rdr
Utilizing the following property of Bessel function 0 "
oo —S(k k')
/ / )
ﬂ]m/ &'r)]  (kr) + ﬂ]’ (k') (ki) | rdr = 0, vV kk! (49)
kK'r " kr ™
0 we gain:
(45)
we find: R @ k) = 15, (2, K)BS. (50)
From Egs. (31) and (32), we can also obtain:
’ *
[Ry"(r,6) x B - [T (r,0)] =
im' : / B2 _. ‘ B, _. ;
=t (K)o ! =0 [—’;(e—“’ —e) e+ e’e)} (51)

. / iBj
o K1) (k) =7 {32 (€ e+ 2 - l%].
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Further combining the equation 7 fozn elm=—m'=10 g

= 8,n,m1 and the following recurrence relations of Bessel
function:
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In a similar way, utilizing Eqgs. (31)-(33), (37)—(42) and
some properties of Bessel function, such as Egs. (45),
(49), (52), and (54), we gain:

m’ . iB% — B;
Iy (K'r) — /7]’” k'r) = ~Twi1(K'r), Csm (2, k) = — ur (2, k) By g pr+1(2, k)f
" (52) iB + B
],’n/(k’r) + E]m/(k’r) :]m/_l(k’r), + uR,m’—l(z’ k)T,
(57)
we can rewrite Eq. (36) as:
3
(2, k) =
B; i B; +oo ( +00 /
e / / Tt (Vw41 ()7 g 41 (25 Kkl
" 5 (53)
B _ g +oo (( +00
T / / T AP 1 (ke 11 2, KKK,
0 0
Taking into account the following orthogonality of Bes-
sel function: and
b 1 Com (2K) o=t B e E
' (2, = —Urm+1%, Uur m -1z,
rdr ) (K 1) (k) = ——=58(k — k), 54 § ' 2
/ " " VK (54) B2 — B iB: + B2
0 +uS,m/+1 (Z7 k) + Usm—1 (Z, k) D)
we have: (58)
B 4 i Based on Egs. (12) and (56)—(58), we find C(r, 6, z) can
Cg,art? (2, k') = — ugy1(z, k) ——2 ] be divided into three parts, which are related with seismic
" ’ . 2 - displacement expansion coeflicients of m, m’' + 1, and
+ gy 1(z k) x — Dy m’ — 1 orders, respectively. For these three parts, we use
R =134 2 (55) mto replace m', m' + 1 and m’ — 1, respectively, to make

Combining Egs. (33), (46), (50), and (55) and replacing
k' with k, we finally obtain.

R B} +iBj
Crm (2, k) =15 (2, K)By — gy +1(2, k) 5
B — iR
+ ug -1z, k)%.
(56)

the seismic displacement expansion coefficients have a
uniform order; that is, ug ,(z,k) (§ = T,S, R). Since the
expansion coefficients of ur ,,(z, k) and tr,,(z, k) (which
correspond to SH waves) are not coupled with those of
us,m(z, k), urm(z, k), ts,m(z, k), and tr (2, k) (which cor-
respond to P and SV waves), the SH and PSV modes will
be solved separately. Correspondingly, we separate the
induction electric current induced by SH waves from
those induced by P and SV waves. Finally, C(r, 0, z) can be
divided into six parts as:

C(r,0,z) =

>

¢=SH,PSV

[C*%r,0,2) + €1 (1,6,2) + €4 r,6,2)|.

(59)
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Each part can be expressed in terms of expansion coef-
ficients as:
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where, j =0,1,2,...,N; p=0,+1,-1;¢ = SH,PSV.
The EM fields in solid media (ie., j=1,2,...,N)

1 +o0 +00
s _ D5 m+p
0,2 =5 Y / {cht @R (,0)
m=-00

(60)
+C (2 o)Sy T (r,0) + CR L (2 R, (r,0) Lkdk
Smap(@ @S T (1, 0) + Gy, (2 R (1, 0) )
where, p = 0,+1,—1;¢ = SH,PSV; and satisfy:
Com' @ K) = =Blurm(z k), Cpl (2, k) = Cin (2,4) = 0, V x HP4D = —jwg DEPSD — o DCPsD,  (68)
(61)
C[::;i]{(z’ k) — Ol:tlblT'm(Z, k), V x Ep:{(]) — le(I)Hp'{(/) (69)
CchinSﬁ (z,k) = C;f ;Si}l[ (z,k) =0, (62) Rewriting the above two equations in terms of expan-
sion coefficients and utilizing the orthogonality of the
0.PSV o vector basis functions (see Appendix A), we obtain the
Clm (@ k) = Bousm(z k), general form of transformed governing equations of EM
Cgﬁsv(z, k) = Cg:l;lsv(z, k)=0, (63) fields in solid (see Appendix B). Equations (170)—(172)
involve the EM fields of TM mode (in which magnetic
L1PSV 4 fields are transversely polarized), whereas Egs. (173)-
Crome1 (2 K) = o™ upm(z, k), (175) involve the EM fields of TE mode (in which electric
Cgtylnislv @) | [ urom(z k) (64) fields are transversely polarized).
CELPSV oy | T B us m(z, k) |’ Taking into account the specific expansion coefficients
Rmxl 1 of C?%(r,0,z2), i.e., Eqs. (60)—(64), we find that SH waves
will not generate EM fields of TE mode, that is:
+1 a 1pa
ot = (B — lBy)/z, 2,SH(j)
+1 . pa a (65) HS:E"]_}F(A;?) @0
B! = (iB: + BY) / 2. EI;"ZW @k | =0, (70)
,SH (
HE ) (2,k)

Transformed governing equations of EM fields

Each part of the induction electric current, i.e.,
—iwa CP4 (1,0, z), correspondingly will induce partial EM
fields that contribute to the total EM fields. From this
viewpoint, the total EM fields can also be divided into six
parts and written as:

ED(r,0,2) EPXD (1,0, 2)
[H(f)(r,e,z) = 2 2 HP4 W) (r,0,2) |’
¢=SH,PSV p=0,+1,—1
(66)
forj=0,1,2,...,N.

Each part of EM fields can be expressed by expansion
coefficients as:

forp =0,+1,—1

However, SH waves will generate EM fields of TM
mode. The expansion coefficients of these TM-mode EM
fields are actually determined by u7 ,,(z, k). Further con-
sidering the linear superposition of ur,,(z, k), ie., Eq.
(21), we obtain:

0,SH (j) SH (j)

~ 0,
HT,m (Z, k) HT,n (Z1 k)
0,SH (j ~0,SH (j
ESTV @k | =Y s | B9V V@b |, (71)
0,SH (j — ~0,SH (j
ERom Dz, k) n=12 Eg, Dz, k)

‘ +00 .
A0 (r,0,2)] _ 1 <~ EZST @ k) | iy
HPAD(r,0,2) | — 27 Z HPEO) @k T, " (r,0)
e R (67)
EP!{(/) : 2, (j) ’ k
Spyg,(.}_)p(z a)) Skm+p(r’9) + 1;?(_],_)17(2 ) RZHFP(T,@) kdk,
HS,m—i—p(Z’w) HR,m+p(Z’k)
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:I: ,S ,S
111‘?];(]))( k) +1 SH 1151:[(]))( k)
Euigh, @) | = 2 o E ISHO( =0
Rmil(])(z’k) n=1,2 (1)( /)

(72)
where j =1,2,...,N.

Considerin 3%181_1 waves with the case of p = 0, we find
HTP BT EHDY with n=1,2 (that is, par-
tial TM mode EM ﬁelds) which satisfy the following
equations:
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1O PSV(])
o PSV(/)

(z, k)
(z, k)
(z, k)

=0. (75)

OPSV(/)

However, another two parts of induction electric cur-
rent, —iwo CEYPSY | will induce TM-mode EM fields. The
expansion coefficients of these EM fields are related to
us,m(z, k) and wug;,(z, k). Further considering the linear
superposition of these two seismic-displacement expan-
sion coefficients, i.e., Eq. (24), we obtain:

o SH(]) 0 SH(/)

d|H i )(z, Dl _ g OSH )(z,k> N [iwav’mgag’?ﬂ(z, o]
Az | ESMV 2,k 1D (2, k) 0 (73)
OSH k OSH
w @k = sy @ k),
) 0 AL
where a™PD =1 4o/ and
i(Yem) / (") 0 +1,PSV () ~ 1LPSV ()

2 _ 12 9 (D =(i HT,mil , (z, k) Tn (z,k)
Yem)? = k% — 0?u V&0, E;tulslvg)(z %) pEl Z ¢PSV ~;,PSV0)(Z ISEE
SH waves with the case of p=+1,—1 deter- If:nlflv(”( 3 n=0,12 ﬂlléisv(f)(z, k)
mine another partial TM-mode EM fields, i.e., (76)

SO EGSHO B0 withn = 1,2:

where j =1,2,...,N.
PSV-mode seismic waves with the case of p = 41, -1

ISH ISH
d 1SH ? (z, k) TM(;) ® (Z, k)
o
ELSHO AR () — T (k).

k
@k =5 20) 4T

iz, k)]

O

(74)

We learn from Egs. (170)-(172) that partial induction
electric current —iwo C*PV does not generate EM fields

give rise to another partial TM-mode EM fields, i.e.,

LSV ELPSVO) ELESVO) iy 0,1,

d lPSV(;) IPSV(/)
1PSV(/)( z, k) — a™MO) 1PSV(})( z, k) n
dz (z,k) (z,k)
1PSV(1)( ) = k 1PSV(1)( ) — o ~(;) ) (2, K).
iws®) ~(1) ’

—iwo (7)175 v (2 k) ‘|
oW ~ (1) ’
kS ths (2 k) (77)

of TM mode, because of the fact COPSV
Thus, we have:

0,PSV __
CR,m -

Equations (173)—(175) tell us that PSV-mode seismic
waves will also induce TE-mode EM fields because of
the three non-zero expansion coefficients, COP SV( k),
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+1,PSV
CT ,m+1
above, we find:

(z,k), and C;inpslv (z,k). Using a similar way as

OPSV(l)

Page 12 of 26

fields’ horizontal components at free surface. Using a
similar way of deriving Eqgs. (71)—(81), we can obtain the
transformed governing equations of EM fields in air (see

OPSV(’)( k)| (z, k) Appendix C).
OPSV(/)( o | = Z oPsY OPSV(/)( ol
0 psv(/)( 0 | n=0.1,2 0 psv(,)( ) Transformed governing equations written in matrix
SH waves are independent of P and SV waves for layered
(78) " media considered in this study. Consequently, the trans-
Hsiyln islvm(z, o] ;5 YD (2, k) formed governing equations of displacement—stress—
ji}mlﬂ/(n (2, k) ol Z @rsy E;IZ VOt |, EM-wave-fields in solid media can be written as two sets
HELPSV() @ k) H=0.1,2 ~ LSV (j) @ k) of first-order ordinary differential equations associated
Rmtl R ’ sy With SH-mode and PSV-mode seismic waves, respec-
(79) tively. Although these two equation sets are different in
wherej =1,2,...,N. dimension, they are identical in form:
PSV-mode seismic waves with the case of

p =0 determine partial TE-mode EM fields, i.e,

EPV BIVO, VD) withn = 0,1, 2 as:
OPSV OPSV . P
d mv‘”(z, b | _ e V@b, [zwaomgag;(z, 0
dz Dz, k) Ern "D (z,k) 0 (80)
OPSV(;) —k 0PSV(])
@k = Er ek,
whereaTED — | O (2 o) . - | |
" i 0 ' V@ =A@ 48,000, @V =z,
Another partial TE-mode EM fields (82)
EVOHIYY YY) with n=0,1,2 are gen-  where¢ = SH,PSV;j=12,...,N.

erated by PSV—mode seismic waves with the case of

p = +1,—1as follows:

For SH waves and corresponding TM-mode EM fields
in solid media, we have:

LIPSV 1 PSV
d 1psv:>)( k)] TEG) VO“)) (@ k)] N [za)a(’)u @ k)}
dz (2,k) BBV 1y 0 81)
= psv —k B PSV
Yk = GEL, @k,
Since the air (above the free surface) is treated as non- iy g 1(2 k), ”g 2(2' k)
conductive, i.e., 0@ = 0, we do not consider any induc- Tr, 1(2, k), Ty, 2(2, k)
tion electric current in the air. The generation of EM SHG) OSH(’)(z, k), H OSH (’)( k)
fields in air actually results from the continuities of EM Y (2) = OSH Dz, k), OSH Dz ky | (83)
ISH(;)( %), ISH(;)( "
1 SH 1 SH
L Ey V@, By @k |
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M ySH 0, 0, 0
D) = | Dby ?) |, (54) 0o o 0
-2 DV() = | —fso, —fs1, —fs2 |, DYV (@) =0,
—fro: —frR1, —fR2
0, 0 A 0, 0
D)= | ~fr1, ~fra |, D=0,  (85) (90)
Y 0 APV (1:4,1:4) =
0, kL 1/6Y, o0
w0, 0 -2k o o 4r
SHG) — | JSHG)  TM() 2 e |
A }g%[(j) Y 0 NE (86) 409 +G(j))<k%> — w2, 0, 0, ,A)/;((f{(]))
WO, g, aTMO) : |
0, —w?p¥,  —k, 0
(91)
SH(G) I 0, 1 / G
ay V) = G) ¢+, N2 . ; iwoc VB2, 0
LGV(ys)% 0 APV (5:6,1:2) = { 0 Z’o]’ (92)
SH [iwa VB2, 0 ’
aj) M _ LwcrO’ z O]’ (87)
- . ()}
sy _ [0, 0 APV (7:8,1:2) = [8 0 } (93)
W= | ko) /50, 0 :
where j =1,2,...,N.
For P and SV waves and corresponding EM fields in
solid media, we have:
[ agg@, k), ﬁé”l(z, k), ;,g;(z, ISIN
MR()(Z;k)» MRI(Z,/(), uRz(Zxk)
Tg ())(z, k), 'L'S 1 (z, k), g )z(z, k)
fﬁ(i%%; o Jﬁslv%; o oié(ézv%; ©
yPSV(/) (2) = OPSV(]) (z k): Opsv(]) (z k); ()psv ) (z, k) , (88)
(2, k), @ k), D (2, k)
1 PSV(])( b, [ 1PSV(1)( 5, 1:151’,58\/({) (2, k)
1 PSV(/)( K, 1 PSV(;)( ), ElT,I;SV(/) k)
1PSV(1)( K 1PSV(1)( ), ik PSV(])(Z %)
~1, PSV(/)( ) IPSV(/)( ), E 1, PSV(;)( 'y
D™V(z) = | -} , 89 : 0, —iwo?
DIZ)SV(Z) ( ) APSV(]) (9 . ]_(), 1: 2) — ko—(])/g(]) 1(180’ ) (94)

= APV0(7:8,7:8) =a'"?,
(95)

(96)

APV (56,5 : 6)

APSV1)(9:10,9 : 10) = a™D),
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APSVO (1. 4,5 : 10) = OSH(O)( 5, HOSH(O)(Z, 1
; SH 0 030
APSV(])(5 . 6’3 : 4) — 0, YSH(O)(Z) _ ( )( k) ES ( )( k)
APV 67 10) = ISH(O)( o, ISH(O)( o |
IR (97) EL SH(O) k EL SH(O) k
APSV(])(7 -8.3: 6) =0 S,1 (Z’ )’ S,2 ( 2 )
o ' (99)
APV0(7:8,9:10) = o
: SH(0 a )
APV (9:10,3:8) =0, ASTTO) = { 0, aTM(O):| (100)
0,PSV (0 0,PSV (0 70,PSV (0 .
Ifg PSV (o)( &, ]!gpsv(o)( 4, Ij{g’Psv (0)(2’ o
]:DlPSV((o))( 4, }:D{ PSV<(0))( A, ~€”12>SV((0))( “
YV Oy = | Use o (z, k), S o (z, k), ~S’?>sv . (z,k) ’ (101)
7o Qe h), EF O n, EryV @k
7 1,PSV PSV 7 1PSV
T Ak F D
| Ey” Q@ EgVO@wb, Egy Q@) |
where j=1,2,--,N. APV (1:4,1:4) represents a alt®, o, 0
sub-matrix of APSV() including the elements in the rows APSVO — 0, at0®, ¢ (102)
from first to fourth and also in the columns from first to 0, 0, a™©
fourth. Other analogous matrices in the context, such as
those in Egs. (92)—(97), (123)—(125), (136), (137), (153), 0 iweo
and (155), are done in the same manner. at™©O) — [ ( (0))2/( )0 1,
From Appendix C, we can see the transformed govern- HYem @&0), 103
ing equations of EM fields in air can also be written as 02 /s (103)
. ) . : TE(0) 0, (Yem )"/ (iwpo)
two sets of first-order ordinary differential equations: a =1|. b )
iwpo,

V0@ =a0y ), (98)  with ()2 = k2 — &pot0.

With the constraints of boundary conditions, all
where ¢ = SH,PSV;z < zV; and the expansion coefficients contained in vector y¢%(z)
(j=0,1,2,...,N) can be determined by solving Egs.
(82) and (98) The expansion coefficients of EM ﬁelds
vertical components, i.e., ERn(/ (z,k) and HR’g (z, k),
are not contained in vector yg(f)(z) However, they can
be calculated by the bottom rows of Eqs. (73), (74), (77),

(80), (81), (182), (185), and (188), that is:

B 0 = 00,k =0,1,2,0-N),
iwg")

ISH(I)(Z,/() l»wI;(,) lSH(})( k) — ~(]) ﬁ(%)n(z,k), G=12---N), (104)

k 1 SH(O) @),

~1,SH(0)
E z, k) =
Rn (@K iwso
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forn = 1,2;and
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=1, PSV(O)( ) = ~ 1, PSV(O)( K,

1PSV(1) k

1PSV(1)
(2, k) = ~(l)

- —k
A eh = G E Ve, q=o,

Al
(5 k) = =18, (2, K),

(105)

(j= 1r21"'rN);

(i :O, 1,2,. . .,N),

forn =0,1,2.

Once ﬁ(%)n (z, k), ﬁg)n(z, k), Hq A0 (z, k), and Eq £0) (z, k)
(g=0,1, ¢ = SH,PSV) are determmed the above two
equations can be used to calculate the expansion coef-
ficients of EM fields’ vertical components. Now, the key
problem is to solve the first-order ordinary differential
equations [Egs. (82) and (98)].

General solutions

According to the general theory of ordinary differential
equations, fundamental differential equation set (82) can
be solved as:

term section). In obtaining the third row of Eq. (107),
we have utilized the fact A z — 0 which means that
2687 - z, —0and 287 — z, + 0.

Matrices ©° and A‘(z) are related with the eigen-
decomposition of matrix A¢. The eigenvalues of A% actu-
ally have physical meanings: they are merely i times the
vertical wavenumbers for down-going and up-going
wave-fields (Aki and Richards 1980). In the follow-
ing context, we use subscripts ‘4’ and ‘©’ to indicate the
matrices (or vectors) associated with down-going and up-
going wave-fields, respectively.

For the case ¢ = SH, we define:

SH(])(Z) diag{ o1 @) o=vin—2D) —vin(e—2") },
‘ ’ (108)
SH(]) (z) = diag{ — (20D —2), —ye(i}(z(””—Z)’ e D@D —z) },
with j =1,2,---,N; and
AZH(S-H(Z) dlag{ e )(Z Z(5+)) _ye(fg(Z_Z(SwL)) —)/(rsn)(z 261 },
(109)
ASHGD (7) = diag{ O 2) T 2y ) }
SH . .
yw) (2) = @0 ALD) ()bl (106) Then, we have A°"” (z) written as:
4 SH(j)
forj=1,2,--,s—1lorj=s+1,5+2,---,N;and ASHD () = AdO (2), SH(()j)()}, (110)
’ Z
yC(S) (z) = @S ASG) (z)bg(s_), (Z(S) <z< Z(s—>)’ ¢
YO (2) = @FOALED BEED), () < 7 < S+Dy forj=1,2,--,s—1lorj=s+1,5s+2,---,N;and
V9@ =00 B +5), () <z <) ASHED) () = ASO@, o
(107) z) = 0, AiH(S*)(Z)
Here, { = SH,PSV, b is the wave-amplitude vector (111)

to be determined by boundary conditions, and §¢ is the
source term determined by 0¢® and D¢ () (see Source

SH(s+)
ASHOD () = | Aa @), SH(())
0, AT (2)

The matrix @77 (j = 1,2, - ., N) is given by:

QSH() —

dSH’> “d,TM > “d,TM ’> ~u,SH’

O, @IS, @l @Sy @OSHY) 91511(/)} (112)

u, TM
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[ 1 | [ 1 | G0 _ o ) \/72
—G" neld where, A= om0 (@s:7)
,y;’)Bg AD) )Ba (,) ye(f,), = k2 —2uDE0). We define Re{)yf’ } >0 and
. s .
@2'}](4) = | e NAE G)igg) = | o L)ZBa o | Re{)/e(;]/r)z} > 0 so that ASHO)(Z) and AiH(l (2) are related
“’2”5((2(]') ) wzi,‘i(’)A(j) ) with down-going and up-going wave-fields, respectively.
5) S ) 5 $ : iys(]‘ and =y are just the eigenvalues of ASHO) and
L B (]; AY A e (,f( AY A iye%are double eigenvalues. The six column vectors of
(113)  ©5HD are the eigenvectors of ASH(),
For the case ¢ = PSV, we define:
PSV(])(Z) diag{ e—yi”(z—z@), e*sz)(Z*Zw),
e—Yomz—2") e—ye%(z—z(/)), e Vomz—2z") },
APV DG (116)
Dz) = diag{ @)y @)
Y@V =2) @ —2) oy —2) },
withj=1,2,...,N;and
AZ (@) = diag{ A gy ),
—Yem(@— 2, e Yonia— 21 e Yonz—2"P) },
(117)
APV () = diag{ 1@ =2) 5 =)
e Y@= oy (@ =2) o=y () —2) }
-0 - -0 - Then, we have AV (z) written as:
0 0
U = [ 18| epsin — | 1E T (11 A7"@, 0
= ) | Ourm = K ' 2),
d,T™ v u Y APSV0) (z) = APV (118)
0 0 0, (@)
L 0 | L 0 |
forj=1,2,--,s—lorj=s+1,s+2,...,N;and
-0 - -0 -
PSV(s—) [y _ ASSV(S) (2), 0
0 0 A (2) = 0 APSVG) ()
LSH() 0 LSH() 0 ’ u
O, = o |'®urm = o |- (115) APSV(st) 0 (119)
. ot APSV(S+)(Z) _ d (Z);
iw&Y zws({) = 0, APSV6)(7)
L Ve(;{r)t i _Ve(ir)t . .
The matrix @™V Y (j = 1,2, - -, N) is given by:
PSV(G) _ [ oPSV() PSV(/) 0PSV () HLPSV() LPSV ()
© - ®d,SV ’ @ ®d,TE ’ ®d,TE ’ ®d ™ (120)

PSV (j) PSV(]) 0,PSV (j) 1L,PSV (j) 1 PSV(])
®u,SV ’ @ ®u,TE ) eu,TE @ }
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(0]

PSV() _
a,sv. =

PSV(])

(S)

(C)

(G

(S

(C)

(C)

(8]

Q)

0,PSV (j)
d,TE

0,PSV (j)
d,TE

0,PSV (j)
d,TE

LPSV (j)
d,TE

LSV (j)
d,TE

LPSV ()
d,TE

LPSV (j)
4, T™M

LSV (j)
a4, T™M

(7:

(9210,1): |: )

T OREEEE
iwe
:|’ QM,TM

Yem

(2021) 73:20
0 1 - 0 1
—k —k
G [k + "2 G [ + ]
2G(/)/(y(j) —ZGU)ky(j)
M(,)Ba (1) Aw i, u(’)B’;ys(’) A(n
ys“k 2 vk A G)
iw s
—,u(f)kA(]) ,u(’)kA(’)
0 0
oDk oDk
o d L 0 J
k 1 r k 1
yp‘(l) o) a 0
—2GVky, 0 2G(’)kyp 0
—G0 [k + 7] ~G0 K2+ (7?]
o Aé” PV _ L Az(v]),
U)/BaA(]) ’ u,P Q)kBaA(])
I (if z=p H (j) z=p
i(yﬁ) )? Ag) i(yfo )? Ag)
M(j))’p(l)Ag) Mg)ypm A;’)
iwp") A(j) iwp") A(f)
e e,
1y AJ | | 1y Al
(1:4,1)=0 eV " (1:41) =0,

) , 0
5:61)=| Y| .. L@V 61)=] Ym |
( ) [iw,u(l)} ute  ( ) o
(7:10,1) = 0, eV (7:10,1) =0,
1:6,1)=0, o, Y161 =0,

i) . i)

81)=| Y| ...l @BV 7.81)=| Yem |
(9:10,1) =0, e, P0:10,1) =0,
(1:81) =0, e (1:81) =0,
LPSV ()

— Vem

05 0)
9:10,1) = [lwg(,) ]
v,
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(121)

(122)

(123)

(124)

(125)
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) ()] ) )
where, AI(,] =9 yp(/ =/k2 — (a)sg )2,

‘ IRC D,
Re{yp(])} > 0.

In this study, the air medium is treated as a homoge-
neous half-space. Thus, there are only up-going waves in
the air. Taking into account this fact, we find the general
solution of Eq. (98) can be written as:

Y“O) (z) = Qi(o)l\i(o) (Z)bf,(o), (126)

where ¢ = SH,PSV; bi(o) is the unknown EM-wave—
amplitude vector in the air; matrices @5 and A4® (2)
are related with the eigen-decomposition of matrix A¢©®
and they are given by:

ASHO () = diag{ e v GV =2)  o=vin D —2) },
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matrix A% (z) are exponential decaying factors, which
will provide a good stability in numerical calculation. The
introduction of these extra exponential factors affects the
vectors b¥) and b%® 4 §¢, which will further affect the
LAC GRT coefficients defined in Egs. (140) and (141).

Determining the semi-analytical solutions

To determine y*?(z) (j=0,1,2,...,N) through Egs.
(106), (107), and (126), we have to obtain the source
term §¢ as well as the wave-amplitude vectors b¢()
(j=12,...,Norj=s—s+)and b5

Source term

After inserting the two  artificial interfaces
z2=2%) =z~ Azand z =z = z,+ A z, the source
term s8¢ is given by (Chen 1999; Ren et al. 2010b):

(127)
, s
iweg, 0 § = 41 (131)
SH (0) —Ve(y(;)«), 0 Su
o — | T | (128)
0,  —vin
APVO () = diag{ 1 G1=2) oy (V=) v ¢=2) } 12
ye(y(:l)’ 0, 0 260 .
. , 0 ~ = -
oo, 00 5 = / (359 m] {wiDfm) + wE,DEm) fan,
QPSVO _ 0, Yem (130)
u ()’ ia)uo, 0 , 2(6-)
O, 0, iC()EO 2 )
0 ) ) _
0o 0 =~ [ [&2] " {whp{on + w5050,
0 0 (s—)
where, 785! = /K2 — oPuozo, Re{y&i! | > 0. ) (132)

It should be mentioned that, in Egs. (108), (109),
(116), (117), and (127), the introduction of extra
exponential factors like e=v7” and ev?""" (in which
v = ys(]), yp(]) or ye(f,z) is an important pretreatment of the
LAC GRT method. It guarantees all diagonal elements in

where ¢ = SH, PSV; W5, W, W5, and W, are the four

sub-matrices of W¢, which is determined by:
-1

v = (V) (133)

AZ(S) (n) and Az(s) (n) are diagonal matrices given by:

KO = diag{ e =267 =i =2") o=y

(1-26) }

(134)

AHO ) = diag{ e G ) =yl @D ) o—yin T ) },
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ASSV(S)(n) = diag{ e =267 o=y (=2t

e Yem (=207 o=y (=2"7) | o=yim (1—2¢) }’
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(135)
APV () = diag { eI @) =Py
e Y@ —n) o=y @ P =) o=yl ) }
If the two artificial interfaces are excluded, the integra- oS — diag{ A },
tion limits in Eq. (132), ie, 2“7 and z®P), will be (138)

replaced by z® ar}d Z+D), respecti\llely. Besides, the two
terms {[\fi(s)(n)} and [[\,5(5)(17)} will be replaced by

-1 _
[Az(s)(n)} and [Ai(s)(n)} 1. That will make the source

term cc()sgltain exg)or}seﬂ)tial growth factors, such as
e’ &=2%) and e " '~%), leading to high-frequency
instability problem (i.e., numerical overflow for high fre-
quency) in the numerical calculation of the source term
(Chen 1999; Ren et al. 2010b). The introduction of the
two artificial interfaces z =27 -z —0 and
z=2%Y - 2,40 (as A z — 0) eliminates the exponen-
tial growth factors and therefore helps to solve the high-
frequency instability problem without sacrificing any
computational efficiency (Chen 1999; Ren et al. 2010b).

According to Eq. (132), §§H and 8.7 are 3 x 2 matri-
ces while §55" and 25V are 5 x 3 matrices. Combination
of Egs. (19), (85), (90), and (132) leads to the following
explicit expressions of the source term:

PSV .
7 = dmg{ v, 1S, v van ven }

LAC GRT coefficients

Now, we apply the LAC GRT method (Luco and Apsel
1983; Chen 1993, 1999; Martin and Thomson 1997; Ge
and Chen 2008; Ren et al. 2007, 2010a, b, 2012) to deter-
mine the wave—amFlitude vectors b¥¥) (j =1,2,---,N or
j =s—,s+) and b

The vector b*Y) (j =1,2,...,N or j = s—,s+) can be
divided into two sub-vectors,

e _ | by
where bz(l) and bi(l) represent the amplitudes of the
down-going and up-going wave-fields, respectively.

For each interface above the source, we define a gen-
eralized up-going transmission coefficient and a gen-
eralized up-down reflection coefficient, T4 and
Rig) (j=1,2,...,s or j=s—). Meanwhile, for each
interface below the source, we define a generalized
down-going transmission coefficient and a generalized
down—up reflection coefficient, Tgl(]) and Rdi’) (j=s+
or j=s+1,54+2,...,N+1). The definitions are as
follows:

(137)

—wPSV (1.5 4)

§§H(1 :3,1)] _ [@HwSH(1:3,2)
$H1:3,2) |~ | oHWH(@4:6,2) ) (136
sH@:3,2)]  [-wSH(1:3,2)
ESH(1:3,2) T wH4:6,2) |
sESVa:s 1]k wPSV(1:5,3)
[ngsv(l 5, 1)} = 5 M@ + My )] [—\IIPSV(6 : 10, 3)]
q)PSV‘I’PSV(l . 5,4)

Mz () [ PV WPV (6 : 10,4) } ’
5?"(1:5,2) [ @PSVePSV(1:5,3) L
stV :52 | T | VeV (6:10,3) |l wPSV(6:10,4) |
sBV@:53) ] _ [-¥PVa:53)
siVa:53) ] | ¥6:10,3) |

where
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71 - . . r — —
bV =T, G=1,2,...,s—1) 0!, &9 | | AP @REPTES Y —REGT | 0
: - {ORPN{0 £is-) =0

b =RV, (=12...,5-1) €517, 03, T -1

bEE—D = TEOREE), (142)

R B N (140) e, @il TP —1 o
d ud “u O @O | | AL® (L REGTDTEGH _ REGH )
=) — el [pe® 4 gt L2l T2 w (@R Ty du

biE) = T¢ [bu + su}, (143)

where G)ﬁs), (9%3), 659, and (953) (with ¢ = SH,PSV)

B — REG) [bg(s) 4 55} ’
a ud " “ are the four sub-matrices of @¢®), that is:

oY =@M (1:3,1:3), O} =0%91:34:6),

05V =@M 4:61:3), @5 =0"4:64:6),
oV — @MV (1:5,1:5), @5V =00 1:56:10),
oV — @MV (6:10,1:5), O =@ (6:10,6:10).

(144)

b5 = TP b + 5],
(6 _ REGH [P | 5
b;* =Ry, [bd +Sd}’
L6+ _ ptstD L)
BT = T DpEED),
bi(s-&-) — Rfi;s-&-l)bfi(s-&-),
b =T, =s+2543,...,N),

bV =RV, (=s+2,543,.. ,N+1).
(141)

The LAC GRT coefficients, T,i(/) R Rig), Tfj(/) , and Rég),
describe the overall effects of multiple reflection and

In deriving Eqgs. (142) and (143), we have used the con-
straints z67) — z, — 0 and 2% — z; + 0, which result
from the fact A z — 0. Obviously, Egs. (142) and (143)
suggest that:

TS = T4 = 1, (145)

— 1
Riﬁ[s ) — Afi(S)(ZS)R,i;S)’ R;;S+) — Ai(s)(ZS)R;S+ )
(146)

For j = 2,3,...,s, we use the continuity boundary con-

ditions to obtain:

£(i) =1, ¢G=D _G)\p¢0=D | @ti—D ()7 @it ‘
o | = | ot oty S o ||| 147
R, @y A, TEMR T 05, —6y 09,
transmission due to the existence of interfaces (see th(j) = Ai(j) ), (G=23,...,s—1),
Fig. 2). For the case of ¢ = SH and PSV, they g}ge(l)s x 3 QL) = AL6)(46)). (148)
and 5 x 5 matrices, respectively, except that Ty and u u
T, are 2 x 3 and 3 x 5 matrices, respectively. Similarly, for j = s+ 1,s +2,...,N, we gain:
£G) 50 L @D A LD () REUHD (-1 tl-D .
Yo | = | odn T oA E N TR || Sy [, (149)
Ry 0, + 05 Ay Ry, —05, 0,/

The continuity boundary conditions, i.e., Egs. (7) and
(8), at subsurface interfaces help achieve the direct evalu-
ation equations of the generalized reflection and trans-
mission coefficients.

For the two artificial interfaces z = z™) and z = z&%),
the continuity boundary conditions yield:

{ Qé(s) — A;(S‘i‘) (Z(S+1)),

Q;U_I)ZA;U_I)(ZO))’ (j:s+2,s+3...,N).
(150)

Apparently, Eqs. (147) and (149) are recursive formulas

for computing the LAC GRT coefficients. To evaluate these

equations, we need to determine Rig) and R;;NH) first.
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® / CG-D) _ e GIREW)
. bu a = Tu ! bu !
(]-1)-th layer )

Jj-th layer b« ,)/' \bjm = RpEV)

when j=1,2,---,5-1:

1

1

1
P

(b)
o bC(j—\‘ /,vﬁ(j—l):Ri(j)bC(j—l)
(j-1)-th layer d u du Td 0

-th layer ; U
J Y bV = TEVPSUD

N

N

(©
bf(sfl) — Tf(S)bE(s*)
(s-1)-th layer / O
s-th layer - - N
bf(s ) bg( ):Rfa(( )bg( )
_____________________________________________________________________ AR Z —A,
_____________________._ _______________________________________________ (s+) _
z =2Z +a,
bj(”\‘ /IE(H) = RECDpEEH
Z(s+l)
(st+1)-th layer N}g(m) = TEE+DpSe)
d . N
@ s-th layer bi¢? =T 07 [bY +5] ]
_____________________________________________________________________ S

¢ &4 ¢() RSB HSG) 4 g€

bu(s)+su/ \)‘d =R b5 +5¢ |
([

b5 +§g\‘ ﬁg@ =R [b59) +5

\ b5e" =T69 [b5® +55 ]

Fig. 2 Schematic diagram of the LAC GRT coefficients defined for different interfaces. a-c Coefficients defined for the real interfaces
7=7M,7@ ... ;N while (d) accounts for those defined for the two artificial interfaces 7 = z6=) and 7z = 2+
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Since the Nth layer (bottom layer) is a half-space, the
radiation boundary condition at z = zN+D = o0, ie,
Eq. (9), gives:

N+1
RENTY —o. (151)

On the free surface, the elastic wave-fields satisfy the
traction-free condition, whereas the horizontal compo-
nents of EM fields satisfy the continuity boundary condi-
tion. The combination of these two conditions leads to:

Page 22 of 26

The final solutions

After determining the source term and all the LAC
GRT coefficients, we can calculate bz(s) + 52, bf,(s) + Ef,,
bfi(l) and bim (j=0,1,...,s—1 or j=s—,s+ or
j=s+1,5+2,...,N) through following equations:

-1
~ +1

85+ AL R

(157)
T o\ Lyt 1
lR?(D = (N1) N; QM. (152) bg(sﬂ = bf‘;(s) +55,
d
" BEeH = RECHIREEH), (158)
For the case of { = SH, NfH and NgH , respectively, are
5x 5 and 5 x 3 matrices given by:
CG) _ il (Dot (i—1) s+ [186) | =t (159)
L)) _ ptUtDyL() ’ e
b," = Rdu bd ’
N{(2:5,1:2) = 0510,
T ) u (153)

N;H(1,1:2) =0,
N3H(1:53:5) = -0 M (2:6,1:3),

N3 = @H M (2: 6,4 : 6),

and Q5" Wisa3x3 diagonal matrix determined by:

. ) o) M
QiH(l) = dlag{ e i e_Ver}th, e~ Yem M1 }, (154)

-1
b+ 8 =1 - AL @RS ALY ORSS|

{Af}s) (2RSS + sg}

where #; = min(z®, z;) — 2V, b5 = bi® 4§, (160)
For the case of ¢ = PSV, NPV and N5V respectively b6 _ REOBEG-) (161)
are 8 x 8 and 8 x 5 matrices given by d 7 Tud Tw
NPV(1:2,1:3)=0, NPY(3:8,1:3) =050, (155)
NPV(1:8,4:8) =-07"D3:10,1:5, NV =0%V1(3:10,6: 10),
and Qfsv(l) is a 5 x 5 diagonal matrix determined by:
QYD = ding{ o, i gl v s ). (156)
(1) _ el (Dopd 1) £(s) [ £(s) ~;}
b =T,"T T b 487
u u Ly u u u =1,2,...,5—1). (162)

¢ () [4OMR4%)
b, =R, ;b

Now, the LAC GRT coefficients for all interfaces

(including the two artificial interfaces) can be computed
by successively using Eqgs. (152), (151), (147), (149), and

(146).

Now, the vector y¢?) (z), which contains the expansion
coefficients of elastic wave-fields and EM fields’ horizon-
tal components, can be computed for a receiver at any
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depth by substituting the above six equations into Egs.
(106), (107), or (126). Then, the expansion coefficients of
EM fields’ vertical components can be calculated through
Egs. (104) and (105). Thereafter, combining Egs. (70)—
(72), (75), (76), (78), (79), (179)—(181), (183), (184), (187),
and (188) with Egs. (66) and (67), we obtain the semi-
analytical solutions of EM fields in the frequency—space
domain. Similarly, the combination of Egs. (21), (24),
and (30) yields the semi-analytical solutions of seismic
waves in the frequency-space domain. The wavenum-
ber integration in Egs. (30) and (67) can be numerically
computed using the well-known discrete wavenumber
method (Bouchon and Aki 1977; Bouchon 1981, 2003).
The final transformation back to the time domain can be
performed by the discrete inverse Fourier transform.

It should be mentioned, if the source and receiver
are located at close or same depths, it will be extremely
time-consuming to numerically calculate the semi-ana-
lytical solutions without applying any other technique,
because the convergence of wavenumber integration will
become very slow. The peak-trough averaging method
(Zhang et al. 2001, 2003), which is mathematically sim-
ple and easy to implement in practice, has been proven
an effective and efficient method to overcome this slow
convergence problem. Application of the peak-trough
averaging method in our derived semi-analytical solu-
tions will make it possible to efficiently calculate both
seismic and EM signals generated by an earthquake with
a shallow focus.

Conclusions

Using a set of vector basis functions in cylindrical coor-
dinate system (Aki and Richards 1980; Chen 1993) to
expand the involved wave-fields and solving the expan-
sion coefficients through the LAC GRT method (Luco
and Apsel 1983; Chen 1993, 1999; Ge and Chen 2008;
Ren et al. 2007, 2010a, b, 2012), we derive the semi-ana-
lytical solutions of seismo-electromagnetic signals arising
from the motional induction in 3-D multi-layered media
due to a double couple point source, as which an earth-
quake source can be treated under far-field condition
(Aki and Richards 1980). The determination of the EM
fields excited by the induction electric current in the 3-D
case, which is the most complicated and tedious part of
this work, is accomplished carefully and patiently.

The LAC GRT method adopted in the derivation has
been proven numerically efficient and stable in previ-
ous studies (Martin and Thomson 1997; Chen 1999; Ge
and Chen 2008). The analytical regularization approach
(Chen 1999; Ren et al. 2010b), which introduces two arti-
ficial interfaces with distance A z from the source and
considers a limiting process of A z — 0, is adopted in
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an effort to solve the high-frequency instability problem
that exists in the numerical computation. Therefore, the
derived semi-analytical solutions should have advantage
of higher efficiency and stability in numerical computa-
tion. Besides, we propose using the peak-trough aver-
aging method (Zhang et al. 2001, 2003) to overcome
another computational problem, that is, the slow con-
vergence problem which occurs when the source and
receiver are located at close or same depths.

The derived semi-analytical solutions account for not
only the seismo-electromagnetic signals in the solid but
also those in the air. They indicate that SH waves only
induce EM fields of TM mode, whereas P and SV waves
induce EM fields of both TE and TM modes. On the basis
of the semi-analytical solutions, expected characteristics
of the seismo-electromagnetic signals arising from the
motional induction in 3-D multi-layered media will be
numerically investigated in a companion paper.
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Appendix A: Orthogonality and completeness
of the vector basis functions
The orthogonality is as follows:



Sun et al. Earth, Planets and Space (2021) 73:20

21 400 5(k k/)

0/ 0/ {Tkm(r,0)~ [T;;f (r,B)} }rdrd9 = b =
(163)

2w 400 S(k k’)

0 O/{S,T(r,e)- (87 ¢.0)] "} raras R =
(164)

21w 400 (g(k k/)

O/ 0/ R (r,6) - [Rgz (r,e)] }rdrde = 2y =
(165)

2w 400

’ *
/ / {Skm(V,G) . [er:’l (r,@)} }m’rd@ =0, (166)
0 0

{Tkm(r,é)- {Rg?’(r,e)r} rdrdd =0,  (167)

o\§
o\-é—

{T;"(r,e) : {S,’(’f/(r,e)} *} rdrdd =0,  (168)

O\g’
o\-é—

and the completeness is determined by:

Z /{T,T(r,e)[TM(r " + S r,0)[SP ', 6)]"

+R(r,6) [Rk ,0 )] }kdk =I5(r — 1),
(169)

1 / /N / _
«/W(S(G —60)8(r — r');rand r’ are hor

izontal coordinate vectors;I is the identity matrix.

where §(r — r') =

Appendix B: General form of transformed
governing equations of EM fields in solid

d
s bl (@ k) = —iwEVERST) (2 k) — iwo D CEEY) (2 k),
(170)
d () (}’em) ,$ () k 240
diEgm({kp( ])_ ~(1)Hl;rr51+p( ])+ 0 sz(]ﬂ’( k),
(171)
EPED )23 chEn
Rm+p(z’k) ) TWH—p( z, k) — ~(/) Rm+p(z’k)
(172)
L) k (Vem) Y240l () P G)
p Smip @ k) = ETmﬂj(z,k)—{—zwa Crontp(@ K,

(173)
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d
TEL @k = ion L @ k),

G (174

—k

Rm+p (/) Tm+p( 2, k), (175)

where,p—O—i—l—lg'—SHPSV j=1,2,---,N; and

(Vem)2 =k>—w /1(/)5(1)

Appendix C: Detailed form of transformed
governing equations of EM fields in air
The EM fields in air satisfy:

V x HPXO) = _jgeoEPAO) (176)

V x B4 O = jou HPt O, (177)

HP4O) (7,0, 2)

©)
5 [
T om HY (2 k)

= T,m+p

EP ,6(0) W

|: E?¢0) (r,0,2) }

" (r,6)

0
HEL 2 0)

0
ER i@ k)

p:¢(0)
HR m+p( k)

R (r,0) }kdk,

(178)

where p =0,+1,—1; and ¢ = SH,PSV. The purpose of
using Eq. (178) is to provide convenience for applying the
continuity condition of EM fields” horizontal components
at free surface.

The expansion coefficients of EM fields (in air) associ-
ated with SH waves are governed by:

PSHO) -
("o, &0

ROk | =0, (p=0,41,-1),  (179)

,SH (0)

Il;m+p ( k)

OSH(O)( k) OSH(O)(Z7 k)
ESSHO gy | = 3 gt | O8O
OSH(O) @k | 12 051-1(0) (2, k)

(180)

[ Hy 1 (2,K) Hpy ' (2, k)
EgiOGh | = Y 6, E§ 0G5 |,
| EpSHO g, ) | BRSO g

(181)



Sun et al. Earth, Planets and Space (2021) 73:20
,SH (0 ,SH 0
d A7 @0 | _ o | A ”(z,k)
dz E‘I’SH Oz, k) ERTO¢ 0 |
,SH 0 ,SH 0
q ( )(Z, k) q ( )( k),
(182)
0 *iw&‘o
where ¢ =0,1; n=1,2; J7M0) _ ;
1 : { Y fwe) 0 }

and 9 = /K2 — @20 with Re(y0)) > 0.
The expansion coefficients of EM fields (in air) associ-
ated with P and SV waves are governed by:

—Hgl:fv(o) (z, k) 1

EXBVO 1y | =0,
OPSV(O)( k) |

(183)

[ L PSV(O)( o] H;psv«n( )

T,m=x1
E;rlﬁslvw) @k £y sy Bl PSVO)(, 1y
Eﬁzﬁv(o)(z,k)_ 01,2 ElPSV(O)( o
(184)
~1,PSV (0 LPSV (0
d |Hp, Oz, 0 — aTM©O) HT,, ©z,k)

’

P ESPSV(O)( ) ESn V(O)( k)

1 PSV(O) (2, k) = ~ 1, PSV(O)( ),

(185)
wheren = 0,1, 2; and

[ ;,0,PSV(0 7 ~0,PSV (0
HYPSVO) (7, ) o Oz, k)
OPSVO PSV "'OP V(O
ESBVOG k| = N oS | BV Ok |,
OPSV(O) (2 k) 1=0,1,2 ~ g,PSV(O) (2, k)
i 1 ’

HS +1, PSV(O)( k)

1,PSV (0)
k1 Hg, ™" (2, k)

7ﬁ51m BVO (1) Jes! Z oY EIPSV(O) @h |,
| Hamer (2, k>_ ote | O g
(187)
,PSV(0) ,PSV (0)
a | HS," ek _ aTEO HE 2,k
Tz Eq,PSV(O) @) q,P YO, 1
,PSV 0 ,PSV 0
(188)
where q =0,1; n=0,1,2; and
0
aTEO — | O Ve ))Z/Uwﬂ )
iwio 0

Derivation of Eqgs. (179) and (183) has taken into
account Egs. (70) and (75) as well as the continuity condi-
tion of EM fields’ horizontal components at free surface.
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