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Graphical Abstract

All the unknown parameters are identified directly and simultaneously for the series expansion 
of the real part of the complex coherence function (CCF)

The phase velocity can be determined more accurately by 
the DSPAC method than the others, using the data observed 
from an array with any shape in anisotropic wavefields.  
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Introduction
Methods for estimating the velocity structures of 
grounds, which explain the phase velocity obtained 
through array observations of microtremors, are often 
applied to evaluate earthquake ground motions and to 
assess the damage caused by earthquakes. Many stud-
ies have estimated the velocity structures of grounds 
using microtremor array observations and have found 
relationships among the velocity structures, earthquake 
ground motions, and anomalies of the damage distri-
butions (e.g., Komazawa et  al. 2002; Goto et  al. 2018). 
This means that the array observations of microtrem-
ors play an important role in the estimation of ground 
structures. In fact, ever since methods to analyze array 
observation records were proposed around 1960, these 
methods have been applied to practical issues. Parallel 
to this, the theoretical background has been clarified 
and new techniques for observations and analyses have 
been developed.

Methods to estimate the phase velocity can be 
divided into two main approaches: methods based on 
the frequency–wavenumber (FK) spectrum (Lacoss 
et  al. 1969; Capon 1969; Horike 1985, hereafter called 
“FK methods”) and methods based on the complex 
coherency function (CCF), which is the cross spectrum 
of waveforms obtained at two different sites normal-
ized by the power spectra at each site ( Aki 1957; Okada 
2003, hereafter called “CCF methods”).

Receivers can be freely set for FK methods and cor-
rect values for the phase velocity can be obtained unless 
the array shape is close to being a linear distribution of 
receivers. Since the purpose of FK methods is to obtain 
the three dimensional Fourier spectrum of a time-space 
wave field, they can provide the arrival directions of 
waves directly from the wavenumber vector in addition 
to the phase velocity.

To obtain the velocity structure of soft sediments, it is 
necessary to estimate the phase velocity of the surface 
waves with short wavelengths; the receivers should be 
situated densely so as to prevent the spatial aliasing of 
the FK spectrum. Therefore, a large number of receiv-
ers must be employed and this requires a great amount 
of resources for the observations. Even if a large number 
of receivers is installed for the observations, it is noted 
that the spatial resolution of the records will generally 
be much lower than the temporal resolution; thus, the 
results of the analysis may be unstable.

On the other hand, CCF methods, typified by the spa-
tial auto-correlation (SPAC) method, can estimate the 
phase velocity over a wider frequency range with a rela-
tively smaller number of sensors than FK methods, and 
they are thought to be more efficient in terms of the 
observations (Okada 2003, 2006). In principle, however, 
the sensors must be evenly distributed around the same 
or concentric circles. This is because, for example, the 
SPAC method is based on the azimuthal integral of the 
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CCF, and the weights for the summation are expected 
to be distributed equally in cases where the integral is 
discretized at the positions of the receivers. Of course, 
by evaluating the weights appropriately, it is possible to 
estimate the correct phase velocity even with an une-
qual arrangement of receiver positions in the azimuthal 
direction.

The SPAC method is based on an algorithm that can-
cels out many terms caused by bias in the arrival direc-
tion of microtremors by the azimuthal average (Shiraishi 
and Matsuoka 2005), and it is worth noting that it is a 
very robust algorithm for estimating the phase velocity 
despite its simple computation. Hereafter, the terms 
caused by bias in the arrival direction are referred to as 
“wavefield anisotropic terms”. To be more exact, not all 
of the “wavefield anisotropic terms” are canceled out, but 
the remaining terms are negligibly small if the argument 
of the Bessel function of the first kind is sufficiently small, 
and this property can be used to accurately estimate the 
phase velocity (Shiraishi and Matsuoka 2005). In addi-
tion, Yokoi and Margaryan (2008) have shown that this 
approximation can be expressed using the theory of seis-
mic interferometry.

In cases where the microtremors arrive isotropically, all 
of the “wavefield anisotropic terms” become zero (Hen-
stridge 1979; Cho et  al. 2006, also discussed in the fol-
lowing section of this article), so the SPAC method can 
be used to estimate the phase velocity without error. Not 
only can the SPAC method be used to estimate the phase 
velocity without error, but not even the azimuthal inte-
gral is necessary.

Although the CCF methods, represented by the SPAC 
method, are very useful techniques for estimating the 
phase velocity using microtremor records from array 
observations, they have a restriction. The important 
point is that the SPAC method works either if the wave-
field is isotropic or the number of receivers in the array 
gives sufficient azimuthal averaging of the CCFs. How-
ever, it is difficult to know whether the wavefield is iso-
tropic or not before the observations, which requires the 
use of equilateral triangular arrays. For pragmatic reality, 
this restriction are lifted (Morikawa et al. 2004; Chávez-
García et al. 2005, 2006) without enough confirmation.

CCF methods were generalized by Cho et  al. (2006) 
and the SPAC method is positioned as one special case 
among the CCF methods. They also proposed the center-
less circular array (CCA) method (Cho et  al. 2004) as 
another special case.

In the conventional CCF methods, the “wavefield ani-
sotropic terms” have been treated as objects of evaluation 
of the estimation error of the phase velocity. The estima-
tion error has been discussed quantitatively by, for exam-
ple, Cho et al. (2006) and Asten (2006). Konno (2000) and 

Shiraishi and Matsuoka (2005) showed explicitly, using 
the discrete series expansion of CCFs, that many of the 
“wavefield anisotropic terms” disappeared through azi-
muthal averaging, which is a discretized azimuthal inte-
gration. However, they also showed that some terms do 
not disappear, but remain and cause an estimation error 
in phase velocities in the case of anisotropic wave fields.

Based on the above discussion, it is important to ensure 
the accuracy of the estimation of the phase velocities by 
eliminating the “wavefield anisotropic terms” using an 
azimuthal integration in the case of anisotropic wave 
fields. In other words, CCF methods are inextricably 
related to the constraints of the array shape and the error 
brought about by the “wavefield anisotropic terms”. The 
constraints of the array shape comprise a major obstacle 
in observation practices, and the relaxing of these con-
straints is an important engineering issue.

The CCA method proposed by Cho et  al. (2006) can 
estimate the phase velocities using only receivers placed 
on the circumference, so that even if the array shape is 
not an equilateral triangle, but a triangle of arbitrary 
shape, the phase velocities can be estimated by consider-
ing the three receivers as an array constituting a circle. 
This means that their CCA method succeeds in avoid-
ing part of the first disadvantage of many CCF methods, 
which are the constraints of the array shape. However, in 
the case of four or more receivers, they must all be on the 
circumference of the same circle or concentric circles, so 
arrays with arbitrary shapes are not allowed.

As a method that can use for asymmetric arrays, 
krSPAC is also known (Asten and Hayashi 2018; Asten 
et  al. 2019). This method wisely converts data from the 
frequency domain to the dimensionless kr domain, which 
enables to use different separations of receivers together. 
This method is applied by many researchers, and some 
successful results are presented for field observations 
(Asten et al. 2019; Stephenson et al. 2019; Hayashi et al. 
2022; Asten et  al. 2023). However, the mathematical 
background of azimuthal averaging is not sufficiently 
discussed.

The only way to estimate the phase velocity using an 
array with an arbitrary shape is to directly determine the 
unknown parameters, including the phase velocity, in the 
real part of the CCFs which are obtained through each 
pair of receivers of the array. The unknown parameters 
can be determined using nonlinear optimization tech-
niques to satisfy the CCFs obtained from the observa-
tions. Shiraishi et  al. (2005) and Shiraishi et  al. (2006) 
proposed a direct estimation method (DEM), which 
determines all the unknown parameters of the truncated 
series-expansion of the CCFs in Shiraishi and Matsuoka 
(2005) to satisfy the observed values. In this method, the 
CCFs are averaged over a combination of records at some 
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specific azimuths to cancel out the lower-order terms 
that depend strongly on the azimuth, and the unknown 
parameters are reduced to solve the problem. Although 
this is a sophisticated idea, it is obviously not effective for 
increasing the efficiency of the observations, as it entails 
more restrictions on the positions of the receivers.

Shiraishi and Asanuma (2009) proposed a method 
to estimate all the unknown parameters literally and 
directly without azimuthal averaging using records taken 
from an arbitrary array. The problem to be solved was a 
highly nonlinear optimization problem involving Bes-
sel functions of the first kind. As will be described later, 
the unknown parameter included in the nonlinear func-
tion is only the phase velocity; the other unknowns form 
linear equations. According to the method, Shiraishi and 
Asanuma (2009) firstly give a specific value to the phase 
velocity, and the optimal solution to the linear equation 
part is obtained by the least squares method. Then, the 
value of the phase velocity is varied and the correspond-
ing optimal solutions for the other unknown parameters 
are determined. Finally, a search is made for a combina-
tion of values for the unknowns in order to minimize the 
difference between the observed and the analytical val-
ues of the real part of the CCF. Their algorithm adopts 
a combination of a grid search for the phase velocity and 
the least squares method for the other unknowns. In this 
way, the computational cost is significantly reduced.

In the case of a lack of computer power, this kind of 
contrivance is important and useful. The number of 
unknown parameters is limited by the number of receiv-
ers because the algorithm proposed by Shiraishi and 
Asanuma (2009) requires a larger number of observation 
equations than unknowns for the least squares method. 
Furthermore, since the least squares method is an algo-
rithm for obtaining solutions deterministically, it has no 
index to objectively evaluate the adequacy of the solu-
tions. It has another problem in that it cannot determine 
whether the setting of the unknown parameters and the 
obtained solutions are appropriate or not.

The metaheuristic optimization method (particle swarm 
optimization (PSO), proposed by Kennedy and Eberhart 
(1995)), is presented here to determine the unknowns in 
order to remove all the constraints on the array shape for 
the estimation of the phase velocity. PSO can be used to 
evaluate the reliability of the solutions using multiple sets 
of random numbers to search for optimal solutions. The 
computational cost is large and increases rapidly with the 
number of receivers, which makes it difficult to solve the 
problem for arrays with many receivers. In principle, how-
ever, PSO can be applied to arrays of any shape without 
error. As for the metaheuristic methods, simulated anneal-
ing (SA) and genetic algorithm (GA) are available in addi-
tion to the PSO, but these methods require appropriate 

tuning depending on the target problem (Burke and Ken-
dall 2013). Since the characteristics of the problem tar-
geted in the proposed method varies depending on the 
array geometry used, the velocity structure of the ground 
under study, and the degree of noise, the PSO, which does 
not require detailed parameter tuning, was selected in this 
paper.

The method proposed in this paper is novel in that 
the CCF is not solved by reducing the unknowns by azi-
muthal averaging, but explicitly identify the unknowns 
using the metaheuristic optimization method. Further-
more, it attempts to clarify the mathematical properties 
of the unknown parameters under the assumption of sto-
chastic properties for the arrival directions of microtrem-
ors. For the sake of simplicity, our proposed method is 
referred to as the Direct SPAC (DSPAC) method.

Formulation of direct SPAC (DSPAC) method
Definitions
Firstly, some technical terms are defined. Letting t and 
κj(t) ( j = 0, 1, . . . ) be time and any stochastic process, 
respectively, and ω and Kj(ω) be the circular frequency 
and Fourier transform of κj(t) , the power spectra, Sjj(ω) 
( j = 0, 1, . . . ), of κj(t) and the cross spectra, S0j(ω) 
( j = 1, 2, . . . ), between κ0(t) and κj(t) are represented as:

where E[ · ] and * denote the expectation and complex 
conjugates, respectively. The complex coherency function 
(CCF), γ0j(ω) , can be defined using the power and cross 
spectra as:

It is considered that κ0(t) and κj(t) ( j = 1, 2, . . . ,N  ) are 
waveforms of the microtremors observed at the center 
of the array and on the circumference, respectively, for a 
circular array with radius r. Then,

is called the SPAC spectrum (Asten 2006; Cho 2020a), 
where η(ω) ∈ C , and especially, CCF and SPAC spectrum 
are identical as N = 1 . The real part of the SPAC spec-
trum is also called the SPAC coefficient, ρ(ω) , as follows:

where ℜ[ · ] stands for the real part of a complex number.
The SPAC method determines the phase velocity using 

the property whereby the SPAC coefficient is represented 

(1)
Sjj(ω) = E[K ∗

j (ω)Kj(ω)] (j = 0, 1, 2, . . .),

S0j(ω) = E[K ∗
0 (ω)Kj(ω)] (j = 1, 2, . . .),

(2)γ0j(ω) =
S0j(ω)

√

S00(ω)Sjj(ω)
.

(3)η(ω) = 1

N

N
∑

j=1

γ0j(ω)

(4)ρ(ω) = ℜ[η(ω)],
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by a zeroth order Bessel function of the first kind. The 
optimal value of the phase velocity, ĉ(ω) , of c(ω) is iden-
tified to satisfy an observed realization, ρ̃(ω) , of ρ(ω) , 
using the following relationship:

where k is the wavenumber. In cases where the value of 
kr is less than π and N is set to 3, approximation errors of 
Eq. (5) induced by the directional aliasing are sufficiently 
small (Shiraishi and Matsuoka 2005; Shiraishi et al. 2006).

Basic formulation
Shiraishi and Matsuoka (2005) used the far-field analyti-
cal solution for the vertical component of the Rayleigh 
wave for Lamb’s problem to discretely represent the CCF 
of the vertical waveform of the microtremors observed 
by two receivers, p and q, separated by rpq , as given in 
Fig.  1a, and showed that the real part is represented by 
the series expansion, as follows:

where γpq(ω) is obtained by substituting p and q into 0 
and j of Equation (2), and Xn is defined by Eq. (8).

As shown in Fig. 1(b), if receiver s is added at a distance 
of rps from line pq in the direction of ψ , counterclockwise 
from the center of p, the real part of the CCF for line ps is 
represented as follows (Shiraishi et al. 2005, 2006; Shirai-
shi and Asanuma 2009):

(5)ρ(ω) ≈ J0(kr) = J0

(

rω

c(ω)

)

,

(6)

ℜ[γpq(ω)] = J0(krpq)+ 2

∞
∑

n=1

{

(−1)nJ2n(krpq)Xn

}

,

where

L and αℓ denote the total number of microtremor sources 
and the contribution of amplitude of the ℓ th source, 
respectively, and 

∑L
ℓ=1 αℓ = 1 . Xn and Yn relate to the 

arrival direction θℓ and its amplitude αℓ , as shown in 
Equation (8). However, Xn and Yn can not represent 
directly a kind of simple physical meanings, because they 
are defined as the sum of θℓ and αℓ . The physical meanings 
of Xn and Yn should be important to understand the prop-
erties of CCF, though this is not easy problem to answer. 
Thus, we leave this problem for our future researches, we 
treat Xn and Yn as just parameters to consist of the CCF, 
and discuss their mathematical properties.

Equation (7) is obtained by replacing rpq by rps and θℓ 
by θℓ − ψ in Eq. (6). Equation (7) uses the assumption 
that the microtremor sources are sufficiently far from the 
receivers, and that the azimuths to the ℓ th source from 
any of the receivers, p, q, and s, are equal and can be rep-
resented as θℓ.

Equation (7) is a general representation of the real 
part of the CCF for a line of arbitrary azimuth with 

(7)
ℜ[γps(ω)] =J0(krps)+ 2

∞
∑

n=1

{

(−1)nJ2n(krps)

(Xn cos 2nψ + Yn sin 2nψ)},

(8)

Xn ≡ E[ξn] = E

[

L
∑

ℓ=1

αℓ cos 2nθℓ

]

Yn ≡ E[ζn] = E

[

L
∑

ℓ=1

αℓ sin 2nθℓ

]

.

Fig. 1  Settings of problems and parameters. The open circles, p, q, and s, are receivers. The closed circles, 1, 2, . . . , L, are microtremor sources, where 
L is the total number of sources. rpq and rps are the distances between two receivers of p–q, and p–s, respectively. The sources are far enough from 
the receivers as shown in wiggly lines, and the lines from the receivers to a source are parallel with an azimuth, θℓ . ψ is the angle formed by spq 
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an arbitrary distance between two receivers. Adding 
receiver s, line sq can also be used for the analysis. The 
angle between sqp is set as ψ ′ , and the real part of the 
CCF, ℜ[γsq(ω)] , for line sq can be obtained by replacing 
ψ with −ψ ′ in Equation (7).

Comparing Bessel functions J6(kr) with J4(kr) , the 
value of J6(kr) is about 1/10 of J4(kr) at kr = 3.2 . In 
other words, even if the series expansion, with respect 
to n of Eq. (7), is terminated at n = 2 in the range of 
kr < 3.2 , the error will be 10% at most. In the follow-
ing discussion, for the purpose of convenience, the 
phase velocity is estimated in the range of krmax < π , 
and the series is terminated at n = 2 , where rmax is the 
maximum value among the distances of any pairs of 
receivers constituting an array. The unknowns are five 
parameters, such as k, Xn , and Yn ( n = 1, 2 ). Xn and Yn 
are variables that depend only on the unknown micro-
tremor sources and not on the number of receivers. m 
is the number of receivers and m(m− 1)/2 is the num-
ber of lines for the measurements. Thus, if there are 
three receivers ( m = 3 ), there are five unknowns and 
three equations, and if there are four receivers ( m = 4 ), 
there are still five unknowns, but six equations. It is 
seen that the number of constraints increases and the 
determinacy of the unknowns increases as the number 
of receivers increases.

The realization of the left-hand side of Eq. (7), γ̃pq(ω) , 
can be obtained from observations; thus, the problem of 
searching for the five unknowns that satisfy these equa-
tions can be solved. However, this involves solving an 
optimization problem with strong nonlinearity.

Shiraishi and Asanuma (2009) solved this problem by 
applying the least squares method for determining Xn , 
and Yn ( n = 1, 2, . . . , ν ) and the grid search technique 
for the phase velocity. The maximum value for ν is deter-
mined automatically by providing the number of receiv-
ers m. Although there is no way to validate the value 
of ν , the computational cost does not increase greatly 
even though m is large and the solution is uniquely 
determined.

On the other hand, a nonlinear optimization problem 
with five unknowns can be determined simultaneously 
with our method. For this purpose, the particle swarm 
optimization (PSO) method (Kennedy and Eberhart 
1995), one of the metaheuristic optimization techniques, 
is applied. For the direct optimization, it is expected that 
the optimal solution can be obtained for arrays with any 
number of receivers m and arbitrary shapes. However, 
the following points should be noted: the convergence 
of the solution depends on the control parameters of the 
PSO, the optimal solution depends on the initial value 

and may fall into the local solution, and the computa-
tional cost is very high as m is large.

The first problem can only be solved by fine tuning the 
parameters through trial and error. The second problem 
can be confirmed with different initial value sets (initial 
positions of particles for the PSO) to check the reproduc-
ibility of the solution. Although this would further increase 
the computational cost, it is probably possible to solve 
this problem together with the third problem by using the 
recently developed high-performance computers.

Stochastic properties of ξn and ζn ( n ∈ N ) in isotropic wave 
fields
It is assumed that the microtremor sources are both tem-
porally and spatially piecewise stationary and that θℓ is an 
independent stochastic parameter with respect to ℓ and 
follows a uniform distribution at the interval of [0, 2π) . In 
this case, cos(2nθℓ) and sin(2nθℓ) ( n ∈ N ) follow the arc 
sine distribution and their expectations and variances are 
determined as follows, respectively:

The magnitude, α̂ℓ , of the ℓ th source is assumed to be a 
stochastic variable that follows a uniform distribution 
and is independent in terms of ℓ . Then, the contribution 
of amplitude from the ℓ th source, αℓ , can be represented 
by αℓ = α̂ℓ

∑L
ℓ=1 α̂ℓ

 . Since it is quite difficult to obtain the 
probability density function (PDF) of αℓ in closed form, 
its histogram is numerically calculated for various values 
of L using the Monte Carlo method, under the assump-
tion that α̂ℓ follows a uniform distribution in the interval 
[0,1]. αℓ is independent of ℓ ; thus, its histogram does not 
depend on ℓ . The histogram of αℓ obtained after 100 
thousand trials, which is normalized by the value of L, is 
shown in Fig. 2.

From Fig. 2, as L is large enough, the stochastic prop-
erties for αℓ are approximated by a uniform distribution 
and its PDF, fαℓ(αℓ) , is represented by

Under this approximation, the expected value and vari-
ance of αℓ are approximately expressed as follows:

(9)
E[cos(2nθℓ)] = E[sin(2nθℓ)] = 0

Var[cos(2nθℓ)] = Var[sin(2nθℓ)] =
1

2
.

(10)fαℓ(αℓ) ≈
{

L

2
(0 ≤ αℓ ≤

2

L
)

0 (otherwise)
.

(11)
E[αℓ] ≈ 1

L

Var[αℓ] ≈ 1

3L2
.
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From the above, assuming that αℓ and θℓ are mutu-
ally independent, the expected value and variance of 
αℓ cos(2nθℓ) yield

The same results are obtained for αℓ sin(2nθℓ).
For ξn =

∑L
ℓ=1 αℓ cos(2nθℓ) of Eq. (8), the terms on 

the right-hand side are independent of each other with 
respect to ℓ ; thus, ξn is Gaussian as L → ∞ because of the 
central limit theorem. The expectation and variance of ξn 
are obtained as:

From Eq. (13), it is observed that ξn converges to 0 
because Var[ξn] → 0 as L → ∞ . The same results can be 
obtained for ζn.

This indicates that the terms of Eq. (7) become zero 
except for the first term, J0(kr) , if the microtremor field is 
isotropic and the number of sources are sufficiently large. 
For isotropic wavefields, this means that the azimuthal 
average in the SPAC method is not required and only 
the real part of the CCF (i.e., ℜ[γpq(ω)] ) for the records 
obtained from two receivers (e.g., p and q in Fig. 1) can 
be applied to estimate the phase velocity. This is consist-
ent with the previously known properties (e.g., Cho et al. 
2006).

Figure  3 compares a histogram for ξ1 obtained by the 
Monte Carlo method, for various values of L, with the 

(12)
E[αℓ cos(2nθℓ)] = E[αℓ]E[cos(2nθℓ)]] = 0

Var[αℓ cos(2nθℓ)] = E[{αℓ cos(2nθℓ)}2] − {E[αℓ cos(2nθℓ)]}2 ≈
2

3

1

L2
.

(13)

Xn = E[ξn] = E

[

L
∑

ℓ=1

αℓ cos(2nθℓ)

]

= 0,

Var[ξn] = Var

[

L
∑

ℓ=1

αℓ cos(2nθℓ)

]

≈ 2

3

1

L
.

theoretical Gaussian distribution. In this figure, the real-
ized values for ξ1 are converted to the standard Gaussian 
distribution using the approximations of expectations 
and variances for ξ1 shown in Eq. (13), and are com-
pared with the standard Gaussian distribution function. 
Table 1 shows the expectations and standard deviations 
of ξ1 obtained through the Monte Carlo method and their 
approximations obtained through Eq. (13). From Fig.  3 
and Table 1, it is observed that the stochastic properties 
of ξ1 can be approximated by Eq. (13), although the con-
vergence is not as fast as L → ∞.

Fig. 2  Histogram of αℓ for various values of total number of 
microtremor sources, L. The histograms seem to converge to a 
uniform distribution as L increases

Fig. 3  Histogram of ξ1 for various values of total number of 
microtremor sources, L. The histograms are converted to the standard 
Gaussian distribution using the analytical values of expectations and 
variances obtained through Eq. (13). The histograms agree with the 
standard Gaussian distribution drawn by the thick gray line. Notations 
X1 and f(x) mean ξ1 and the standard Gaussian function, respectively

Table 1  Expectations and standard deviations of ξ1 obtained 
through Monte Carlo simulation and Equation (13) for various 
values of L 

E[ξ1]
√

Var[ξ1]

L Monte Carlo Eq. (13) Monte Carlo Eq. (13)

1 −0.0001 0 0.7014 0.8165

3 0.0037 0 0.4641 0.4714

5 −0.0129 0 0.3640 0.3651

10 −0.0002 0 0.2590 0.2582

100 −0.0010 0 0.0832 0.0816

1000 −0.0002 0 0.0257 0.0258

10000 0.00001 0 0.0081 0.0082
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Stochastic properties of ξn and ζn ( n ∈ N ) in anisotropic 
wave fields
As shown in the previous section, parameters Xn and Yn 
( n ∈ N ), defined by Eq. (8), are zero in the cases of the 
isotropic wave fields of microtremors. In cases where 
there is a bias for the arrival directions of microtrem-
ors, the values of the parameters are determined by the 
arrival direction, θℓ . The stochastic properties of ξn and 
ζn of Eq. (8) will be discussed for the case of anisotropic 
wavefields under simple conditions.

For the analytical discussion in this section, it is 
assumed that the total number of microtremor sources is 
L and the arrival directions of microtremors, θℓ , is limited 
in the range of [φ0,φ0 +�φ] and θℓ follows a uniform dis-
tribution in the range. The PDF of θℓ has a constant value 
for 1/�φ in the same range and zero otherwise. Letting 
φ1 ≡ φ0 +�φ and recalling that αℓ and θℓ are independ-
ent of each other, the PDF of θℓ is a constant value, 1/�φ , 
in the range of [φ0,φ1] , and the PDF of αℓ is approximated 
by Eq. (10). The expectation of αℓ cos(2nθℓ) can be repre-
sented as follows:

In cases where the arrival directions of microtremors 
are limited to the range of [φ0,φ0 +�φ] , parameter ξn is 
rewritten as ξn(φ0;�φ) and the approximated represen-
tation for its expectation is obtained as

(14)E[αℓ cos(2nθℓ)] ≈
1

L

sin(2nφ1)− sin(2nφ0)

2n�φ
.

(15)Xn = E[ξn(φ0;�φ)] =
L

∑

ℓ=1

E[αℓ cos(2nθℓ)] ≈
sin(2nφ1)− sin(2nφ0)

2n�φ
.

Similarly for Yn , the following equation is obtained:

Under the same conditions as those above, approxima-
tions for variances of ξn(φ0;�φ) and ζn(φ0;�φ) can be 
obtained from Appendix A, as follows:

ξn(φ0;�φ) and ζn(φ0;�φ) are the summations of inde-
pendent stochastic variables with respect to ℓ ; thus, they 
are Gaussian variables as L is large enough because of 
the central limit theorem. The histograms of ξn(φ0;�φ) 
and ζn(φ0;�φ) ( n = 1, 2 ) are calculated using 217 sam-
ples obtained through the Monte Carlo method for the 
parameters L = 100 , φ0 = π/6 , and �φ = π/4 . The his-
tograms are compared with the Gaussian distributions 

(16)

Yn = E[ζn(φ0;�φ)] ≈ −cos(2nφ1)− cos(2nφ0)

2n�φ
.

(17)

Var[ξn(φ0;�φ)] ≈ 4

3L

{

1

2
+ sin(4nφ1)− sin(4nφ0)

8n�φ

}

− E[ξn(φ0;�φ)]2
L

(18)

Var[ζn(φ0;�φ)] ≈ 4

3L

{

1

2
− sin(4nφ1)− sin(4nφ0)

8n�φ

}

− E[ζn(φ0;�φ)]2
L

.

Fig. 4  Histograms of ξn and ζn ( n = 1, 2 ) and Gaussian distributions approximated by Eqs. (15) to (18) as drawn by thick gray lines. The parameters 
are set at L = 100 , φ0 = π/6 , and �φ = π/4 . Notations Xn and Yn ( n = 1, 2 ) mean ξn(φ0;�φ) and ζn(φ0;�φ) , respectively
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using the expectations and variances obtained from the 
above approximations in Fig.  4a. This figure shows that 
the expectations are approximated correctly and that the 
PDF can be represented by Gaussian distributions. How-
ever, the variances of the histograms deviate from the 
approximation as the absolute values of the expectations 
increase.

Figure  4b shows the histograms for ξn(φ0;�φ) and 
ζn(φ0;�φ) ( n = 1, 2 ) which are calculated by applying 
the realizations obtained from the random numbers 
following the uniform distribution shown in Eq. (10). 
From this figure, it is observed that the histograms 
agree well with the Gaussian functions with variances 
obtained through Eqs. (17) and (18). This suggests that 
the worse approximations for variances of ξn(φ0;�φ) 
and ζn(φ0;�φ) are caused by the worse approximation 
of Eq. (10) as the larger absolute values of the expecta-
tions for ξn(φ0;�φ) and ζn(φ0;�φ).

Table 2 lists three cases: (i) the expectations and stand-
ard deviations obtained analytically using Eqs. (15) to 
(18), shown in 1st column, (ii) those obtained through 
the Monte Carlo method, according to the definition of 
αℓ in the 2nd column, and (iii) those obtained through 
realizations of Eqn. (10) in the 3rd column. Since Eqs.
(15) to (18) are based on Eq. (10), the results based on the 
1st and 3rd cases are very consistent, but it is seen that 
the 1st and 3rd cases may not be consistent with the 2nd 
case, which we want to approximate and know exactly.

From the above discussion, the expectations of 
ξn(φ0;�φ) and ζn(φ0;�φ) ( n = 1, 2 ), based on Eq. (10), 
are approximated well, although good approximations for 
their variances are limited in the range where the abso-
lute values of their expectations are close to zero. More-
over, since the accuracy of the approximations for the 
variances does not improve as L increases, Eqs. (17) and 
(18) for the variances should be applied with care.

Estimation of phase velocity and other unknown 
parameters
Particle swarm optimization (PSO)
Using the data observed through a microtremor array, 
the realization of the left-hand side of Eq. (7) can be 
obtained. For example, three receivers, p, q and s, are set 
as shown in Fig.  1(b). Optimal solutions are sought for 
the phase velocity, c(ω) = ω/k , and other unknowns, Xn 
and Yn ( n = 1, 2, . . . ), by satisfying the three equations 
for ℜ[γ̃pq(ω)] , ℜ[γ̃qs(ω)] , and ℜ[γ̃sp(ω)] . The objective 
function of the optimization problem is formulated as a 
problem to minimize the sum of the squares of the dif-
ferences between the observed values (the left-hand side 
of Eq. (7)) and the analytical values (the right-hand side 
of Eq. (7)) for all the possible pairs of receivers. As dis-
cussed previously, since the value for J6(kr) is very close 
to zero in 0 < kr < π , the series expansion on the right-
hand side of Eq. (7) is terminated at n = 2 , and then the 
optimal values for the five unknowns: c(ω) , Xn and Yn 
( n = 1, 2 ), are found.

Various techniques have been proposed to solve this 
type of nonlinear optimization problem. If one is not 
concerned about the computational cost, metaheuristic 
optimization methods are useful because they are good 
for avoiding the fall into local solutions and for finding 
global solutions. The particle swarm optimization (PSO), 
proposed by Kennedy and Eberhart (1995), is applied to 
solve the above problem.

The details of PSO are left to Kennedy and Eberhart 
(1995) and many other literatures (e.g., Clerc 2006), and 
only the parameter settings necessary for our calcula-
tions are described below. PSO can be controlled for its 
behavior of optimizations using three parameters: inertia 
control of particles, w, weight of personal best value, Cp , 
and weight of global best value, Cg . Any values around 
one are usually applied for Cp and Cg and any value in the 
interval [0,1] is applied for w, although the most appro-
priate values depend on the target optimization problem. 
There is no way to determine the values of these param-
eters to control PSO. Therefore, several analyses have 
been conducted and the values have been determined 
subjectively by trial and error. The results show that the 
solutions converge well when the values for w and Cg are 
small and the value for Cp is large. Thus, the values of 
w = 0.2 , Cp = 1.4 , and Cg = 0.7 are applied to the follow-
ing analyses.

The number of particles must also be given. A problem 
with several different numbers of particles is solved; the 
less likely it is for a small number of particles to fall into 
a local solution and the more likely it is for a large num-
ber of particles to yield a correct solution. However, the 

Table 2  Expectations and standard deviations of ξn(φ0;�φ) 
and ζn(φ0;�φ) ( n = 1, 2 ; φ0 = π/6 , �φ = π/4 , L = 100)

Eqs.(15)
to (18)

Using Monte Carlo

αℓ ≡
α̂ℓ

∑

α̂ℓ
Eq.(10)

E[ξ1] − 0.2328 − 0.2329 − 0.2329
√
Var[ξ1] 0.04947 0.04778 0.04958

E[ζ1] 0.8697 0.8697 0.8697
√
Var[ζ1] 0.05277 0.01612 0.05278

E[ξ2] − 0.5513 − 0.5515 − 0.5515
√
Var[ξ2] 0.06022 0.05126 0.06039

E[ζ2] − 0.3183 − 0.3182 − 0.3181
√
Var[ζ2] 0.07519 0.07315 0.07534
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solution is not improved when the number of particles is 
above 10,000, and 10,000 particles are used below.

Trials of optimization using PSO technique
To confirm whether PSO can solve Equation (7), a simple 
array configuration is set up, simulating the observed val-
ues for ℜ[γuv] (uv is a combination of p, q, and s) by the 
forward calculation of Equation (7), and performing an 
optimization to identify the unknowns from the observed 
values. This trial, namely, can be said as a kind of blind 
tests. Firstly, giving values to phase velocity c(f), and 
parameters Xn and Yn ( n = 1, . . . , 10 ) at a frequency of 
f = ω/(2π) , they are substituted into the right-hand side 
of Equation (7). The values for Xn and Yn ( n = 1, . . . , 10 ) 
are calculated from realizations for α̂ℓ and θℓ on the right-
hand side of Equation (8) as uniform random numbers. 
The obtained values for ℜ[γuv] are then considered as 
observed values and c(f), Xn , and Yn ( n = 1, 2 ) are identi-
fied using PSO. The validity of the solutions is examined 
by comparing the identified values with the values ini-
tially given.

As shown in Fig. 5, five isosceles triangular array con-
figurations with R6-R7 are considered as the base and R1 
to R5 as the vertices. In particular, “R4-R6-R7” is an equi-
lateral triangle and R2 is its centroid.

The values of the parameters given for the forward 
problem are arbitrary, but the following values are used 
for the analysis: frequency f = 10 [Hz], phase veloc-
ity c(f ) = 0.165 [km/s], and the number of microtremor 
sources L = 1000 . As the most basic problem, isotropic 
wave fields of microtremors are assumed, the realiza-
tions of θℓ and α̂ℓ are generated from the random num-
bers with uniform distributions in the ranges of [0, 2π ] 
and [0,1], respectively, and the contribution of source ℓ , 

αℓ , is calculated from αℓ = α̂ℓ/
∑L

ℓ=1 α̂ℓ . These realiza-
tions are substituted into Eq. (8) to calculate Xn and Yn 
( n = 1, . . . , 10 ), and they are substituted into Eq. (7) with 
k = 2π f /c(f ) to obtain the realization of the left-hand 
side, ℜ[γ̃ (f )].

In a case of the three-receiver array (e.g., R1-R6-R7 
in Fig.  5), ℜ[γ̃ (f )] is considered as the observed value 
for three pairs (e.g., R1-R6, R6-R7, and R7-R1), and c(f), 
Xn , and Yn ( n = 1, 2 ), which satisfy Eq. (7), are searched 
using PSO. The target values of the parameters obtained 
through the above procedure are shown in the caption 
given for Fig. 6.

To investigate the dependency of the solution estimated 
by PSO on the initial values, 1000 data sets with different 
initial values (sets of initial positions of particles) are cre-
ated, and the results obtained from the search with each 
initial value are shown in Fig.  6. The figure shows the 
results of the blind test using 1000 initial data sets for the 
PSO. The results are shown by the mean values and the 
range of standard deviations of the estimation results for 
each triangular array with a different color. Variables with 
large error bars indicate a strong dependency of the solu-
tion on the initial values.

Figure 6 shows that the solutions are close to the target 
values regardless of the array shape. The estimated values 
for the phase velocity are less affected by the initial values 

Fig. 5  Collocation of receivers. “R4-R6-R7” is an equilateral triangle 
and R2 is its centroid

Fig. 6  Estimated values of unknown parameters for various shapes 
of triangles. The different color corresponds to the different shape 
of triangles. The estimated value is shown with its error bar, which 
denotes the mean value and plus-minus one standard deviation. The 
fluctuations in the estimated value are caused by the initial data sets 
of PSO. Short error bars show that PSO can identify stably unknown 
parameters, though large error bars show unstable identifications. 
The parameters are set at f = 10 [Hz], c(f ) = 0.165 [km/s], 
X1 = 0.01378 , Y1 = −0.008617 , X2 = −0.05611 , and Y2 = 0.006514 . 
The horizontal gray lines are the target values for each unknown 
parameter. The three-digit numbers in the legend represent the 
receiver ID and the array shape (e.g., “4–6–7” is identical to R4-R6-R7 
and corresponds to an equilateral triangle)
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(small standard deviation), and the results are highly 
reliable and accurate. The estimated values for X1 and 
Y1 show almost the same properties as the phase veloc-
ity, although their standard deviations are slightly larger 
than those of the phase velocities. On the other hand, 
for X2 and Y2 , the mean values of the estimated values 
are not only slightly different from the target values, but 
also show very large standard deviations. This indicates 
that the solutions strongly depend on the initial values, 
namely, the values for X2 and Y2 have little effect on the 
value for ℜ[γ (f )] in Equation (7).

Figure  6 shows that the standard deviation of X1 is 
larger for flat triangles, while the standard deviation of Y1 
is larger only for the tallest triangle, R5-R6-R7. The more 
the shape is distorted from an equilateral triangle, the 
more the solution of X1 or Y1 will be dependent on the 

initial value, that is, the stability of the solution depends 
on the array shape.

In Fig.  6, the estimated phase velocity, which is the 
main target of the estimation, seems to be consistent 
regardless of the array shape. However, for a closer look, 
Fig. 7 shows a histogram of the phase velocities obtained 
through 1000 sets of initial values. It can be observed that 
the equilateral triangle, R4-R6-R7, has the smallest vari-
ance and a flattened shape; R1-R6-R7 has the largest vari-
ance. In this figure, R3-R6-R7 has the smallest standard 
deviation after the equilateral triangle, and R2-R6-R7 and 
R5-R6-R7 are almost equal to each other with even larger 
variances than R3-R6-R7.

Figures  6 and 7 show that, although it is possible to 
estimate the phase velocity for any array shapes, the ini-
tial value dependency of the estimated phase velocity is 
smaller for an array shape close to an equilateral trian-
gle and larger for an array shape that is flat. For an array 
shape close to an equilateral triangle, the exact phase 
velocity can be obtained no matter what initial value is 
given to it, so there is almost no need to search for solu-
tions using various initial values. On the other hand, 
it should be noted that the flatter the triangular shape, 
the more the phase velocity must be evaluated from the 
searches using many sets of initial values; otherwise, 
there is a risk of misinterpreting completely different val-
ues as the solution.

Numerical examples of DSPAC method
Simulating microtremor wave fields
Microtremors are simulated by realizations of the sto-
chastic process. The data are created with appropri-
ate power spectrum and a uniformly distributed phase 
angle of [0, 2π ] in the time domain. They are generated 
at 60 samples per second for 216 samples. In addition, an 

Fig. 7  Histogram of phase velocities determined by PSO for various 
shapes of triangular arrays. The equilateral triangle (R4-R6-R7) shows 
the smallest variance and the most-flattened triangle (R1-R6-R7) 
shows the largest variance. The legend is the same as that in Fig. 6

Fig. 8  Power spectrum density function and dispersion curve for numerical analyses. The vertical axis of the power spectrum has no physical 
meaning
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appropriate dispersion curve is also given and the dif-
ferences in phase angles between the different receivers 
are given using the phase velocities for each frequency 
to simulate the wave propagation of a plane wave. Propa-
gation directions of the plane waves are considered as 
random variables, and L realizations of the stochastic 
process are generated using different sets of random 
numbers, where L is the total number of microtremor 
sources. These are superimposed to obtain the observed 
waveform at a receiver.

Figure  8 shows the power spectrum and dispersion 
curve used in the following analyses. The vertical axis of 
the poser spectrum is a number with no particular physi-
cal meaning, and the absolute value of the amplitude 
of the time histories as the realizations has no physical 
meaning either.

In the following analysis, L = 100 and the configura-
tion of the receivers is the same as that seen in Fig. 5. 
For determining the phase velocity and unknowns 
Xn and Yn , using the proposed method, the DSPAC 
method, the constraints kr ≤ π , i.e., c(f ) ≤ 2rmaxf  are 
introduced as long as J6(kr) is sufficiently small, and 
the series of Equation (7) is terminated up to n = 2 . The 
unknown parameters are solved under the constraints 
that |Xn| , |Yn| ≤ 1 ( n = 1, 2).

As the preliminary study in the previous section 
showed, the optimal solution of the unknowns by PSO 
may depend on the initial values. Therefore, 200 sets of 
initial values (initial positions of particles) are created 
using random numbers, and the unknowns are identi-
fied from each initial data set. The means and standard 
deviations are also calculated for the 200 sets of the 
optimal solutions. The results shown in this section, 
that is, Figs. 9, 10, 11, 12, 13, 14, 15, to 16 are obtained 
on the basis of the synthetic data generated by the 
above procedure.

Isotropic wave fields
Case of noise‑free data
From the discussion in the previous section, it is 
expected that the equilateral triangle of R4-R6-R7 
provides the best estimation, while the most flattened 
triangle of R1-R6-R7 is the least accurate. In the follow-
ing, the discussion will be focused on these two cases.

The identified unknowns are shown in orange of 
Fig. 9, in which the series expansion is terminated up to 
n = 2 of Eq. (7). Since the microtremors arrive isotropi-
cally, Xn and Yn ( n = 1, 2 ) should be zero as shown in 
Eq. (13), namely, the means of the identified values are 
close to zero. The phase velocity is also almost the same 
as the target dispersion curve, and all the unknowns 
seem to have been correctly identified.

However, the standard deviations of X2 and Y2 are 
much larger than those of the other parameters. This 
indicates that the search for the optimal solution 
depends highly on the initial values and suggests that 
X2 and Y2 hardly affect the results of the real part of the 
CCF, as described in the previous section.

If X2 and Y2 do not contribute to the forward calcu-
lation of the real part of the CCF, there is no need to 
identify these parameters. Thus, the series expansion of 
Equation (7) is terminated at n=1, reducing the number 
of unknowns to three, namely, c(f), X1 , and Y1 . The three 
unknowns identified from the same waveform data are 
shown in blue in Fig. 9.

Comparing the orange and blue points in Fig.  9, the 
results are almost identical for n = 1 as for the n = 2 
series termination. This means that X2 and Y2 are 
hardly sensitive parameters. It should be noted, how-
ever, that this is the case for isotropic wave fields of 
microtremors.

Case of data contaminated by incoherent noise
It is known that the SPAC method is affected by incoher-
ent noise, and that the accuracy of the estimation for the 
phase velocity becomes worse at lower frequencies (Cho 
2019; Cho and Iwata 2021). To investigate the effect of 
incoherent noise, the DSPAC method is applied to data 
to which mutually independent white noise is appended 
to the waveform at each receiver.

Adding white noise to a signal, which is the wave-
form of microtremors, incoherent noise is simulated, 
where the one side amplitude of white noise is set as 
β % of the RMS of the signal. That is, the RMS of the 
signal of microtremor srms , and the white noise gen-
erated from the uniformly distributed random num-
ber in [−βsrms/100,βsrms/100] is added to the signal. 
The RMS ratio of noise to signal is β/(100

√
3) based 

on the standard deviation of the uniform distribution. 
For example, in the case of β = 10 %, the RMS ratio 
of noise to microtremor is about 0.058. For the case of 
β = 10 %, the unknowns identified for the equilateral tri-
angle (R4-R6-R7) and the flattened triangle (R1-R6-R7) 
are shown in Fig. 10. Note that the signal-to-noise ratio 
(SNR) at a particular frequency depends on the shape of 
the power spectrum density.

Since the DSPAC method is based on CCF, the effect 
of noise is similar to the results shown by Cho and Iwata 
(2021), resulting in significantly poorer identification 
accuracy of the unknowns in the low-frequency range. 
The flattened triangle (R1-R6-R7) is more affected by 
noise, probably because it contains shorter pairs of obser-
vation points than the equilateral triangle (R4-R6-R7), 
which is more affected by noise in the low-frequency 
range.
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Fig. 9  Estimated values of unknown parameters for equilateral and most-flattened triangles (synthetic data). The top left panel shows the phase 
velocity and the other panels show the other unknown parameters, such as Xn and Yn ( n = 1, 2 ). The solid gray line is the target dispersion curve. 
The orange points show the results which are used in the series expansions of Eq. (7) until n = 2 , and the blue points show those until n = 1 . The 
points show the averaged values with error bars of the range of ± one standard deviation
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Fig. 10  Estimated values of unknown parameters for equilateral and most-flattened triangles in a case including incoherent noise (synthetic data). 
The legend is the same as that in Fig. 9



Page 15 of 26Kimura et al. Earth, Planets and Space           (2023) 75:88 	

The high dependency of X2 and Y2 on the initial values, 
regardless of the presence of noise, suggests that these 
parameters do not contribute to the search for a solution, 
as expected in the noise-free case. Figure 10 shows that 

the results obtained by terminating the series in Eq. (7) 
up to n = 2 (orange points) are almost the same as those 
obtained by censoring up to n = 1 (blue points), confirm-
ing that the prediction is reasonable.

Fig. 11  Comparisons of estimated phase velocities obtained through DSPAC method with those obtained through conventional methods 
(synthetic data). The array shape is an equilateral triangle (R4-R6-R7), except for “FK (6 RCVRs)”. “BIDO” denotes the results when the program code, 
BIDO 3.0, developed by Cho (2020b), is applied, and RCVR is the receiver. The FK method (6 RCVRs) provides reasonable results in the very narrow 
frequency range of 9 to 12 Hz. On the other hand, other methods work very well, and provide almost identical results; however, they are strongly 
affected by noise. To avoid spatial aliasing in the analysis of the FK method, we searched over a limited range of phase velocities, which resulted in 
the misalignment with the target value in the frequency range above 12 Hz

Fig. 12  Comparisons of estimated phase velocities obtained through DSPAC method with those through conventional methods (synthetic data). 
The array shape is the most-flattened triangle (R1-R6-R7), except for “FK (6 RCVRs)”. Although the SPAC method is not applicable to this array shape, 
two cases of “SPAC” are applied without or with the limited conditions of azimuthal averaging. The FK and CCA methods do not work so well in 
almost any frequency range and higher ranges, respectively. The incoherent noise affects the results in the lower frequency range. As a result, 
reasonable results are obtained for a very limited range of frequency by the CCA method. To avoid spatial aliasing in the analysis of the FK method, 
we searched over a limited range of phase velocities, which resulted in the misalignment with the target value in the frequency range above 12 Hz.
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Fig. 13  Estimated values of unknown parameters for equilateral and most-flattened triangles in a case of synthetic anisotropic wave fields. The 
legend is the same as that in Fig. 9
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Comparisons with conventional techniques
Figures  11 and 12 compare the DSPAC method with 
conventional methods, such as the SPAC, FK, and CCA 
methods. A code developed by one of authors, hereaf-
ter referred to as just “SPAC”, and another code, BIDO 
3.0 (Tada et  al. 2010; Cho 2020b), referred to as “SPAC 
(BIDO)”, are used for the analyses of the SPAC method, 
BIDO 3.0 also for the CCA method, and a code devel-
oped by one of authors under the support of Dr. 

Miyakoshi (see Acknowledgments) for the FK method. 
Although “SPAC” and “SPAC (BIDO)” are mathemati-
cally equivalent, the implementation is different. It would 
be beneficial to present the results obtained from the 
different software when we discuss the detailed differ-
ences among the methods. Since applying the FK method 
to the records of three receivers is not likely to provide 
proper results, the results of the FK spectrum, estimated 

Fig. 14  Comparison of estimated phase velocities for different shapes of triangle arrays (synthetic data). It is noted that the vertical axes are on a 
logarithmic scale to emphasize the differences in the estimated values. In the case where the series of Eq. (7) is terminated at n = 2 , the estimated 
phase velocities are identical and agree with the target except for the most-flattened triangle (R1-R6-R7). In the case where the series is terminated 
at n = 1 , the flatter the array shape, the more different the estimated phase velocity is from the target

Fig. 15  Comparisons of estimated phase velocities obtained through DSPAC method with those obtained through conventional methods in 
case of noise-free synthetic data. The array shape is the most-flattened triangle (R1-R6-R7), except for “FK (6 RCVRs)”. The legend is the same as that 
in Fig. 12. The DSPAC method is applied for two types of the termination of series expansion, such as terms until n = 1 (shown as J2 ) and n = 2 
(shown as J4 ). Only the DSPAC ( J4 ) method provides a good estimation in the wide frequency range. To avoid spatial aliasing in the analysis of the 
FK method, we searched over a limited range of phase velocities, which resulted in the misalignment with the target value in the frequency range 
above 12 Hz.
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using the records of six receivers (excluding R5) are also 
presented.

In the case of the equilateral triangle (R4-R6-R7) shown 
in Fig.  11, almost the same results are obtained, except 
with the FK method, which is in good agreement with 
the target. Except for the inability to estimate in the low-
frequency range due to noise, the results are reasonable 
even for data containing noise. The FK method is limited 
to a very narrow range of 9–12 Hz for which phase veloc-
ities can be identified even with a set of six records, and 
the range is much narrower with noisy data than without 
noise.

The SPAC method is not applicable to the flattened 
triangle (R1-R6-R7) because it cannot be azimuthally 
averaged. For comparison, however, the results of phase 
velocities estimated from an imperfect SPAC method 
are also shown: one applies only the SPAC coefficients 
of the base (R6-R7) (BIDO/R300), and the other applies 
the average of the SPAC coefficients of the oblique 
sides (R1-R6 and R1-R7) (BIDO/R156). As discussed 
in the previous sections, for a case of isotropic wave 
fields of microtremors, the phase velocity can be iden-
tified properly without azimuthal averaging. However, 
it should be noted that it is not always a good choice 
to estimate the phase velocity by applying the SPAC 
method without azimuthal averaging. It can be con-
firmed whether microtremors arrive isotropically using 
the imaginary part of CCF, γpq , that is, ℑ[γpq] should 
vanish in a case of isotropic wavefield (Asten 2006; Cho 
2020a). This properties, however, can be obtained after 
some data processings to the observed records. This 

means that it is impossible to know whether the wave-
fields are isotropic or not until the observation and 
analyses are completed.

Figure 12, for the case of the flattened triangle, shows 
that the identified parameters are consistent with the 
targets, except for the CCA and the FK methods, in a 
case of noise-free wave fields. The FK method is rarely 
proper for three receivers, and no appropriate solutions 
are obtained at all for the wave fields including noise. 
Furthermore, there are almost no solutions even if six 
receivers are applied for the FK method.

The CCA method can be applied to triangles of any 
shape, considering a circle passing through the three 
receivers. While the CCA method is, in principle, sen-
sitive to low frequencies, it is less sensitive to high fre-
quencies, resulting in large errors in the high-frequency 
range for the flattened array as shown in Fig. 12.

Incoherent noise, as discussed previously, prevents 
proper estimations in the low-frequency range. This 
is a common property of the SPAC, CCA, and DSPAC 
methods, which are algorithms based on CCF. As a 
result, in the case of the flattened triangular array and 
data with incoherent noise, the possible range of esti-
mations is very narrow for the CCF method. Under the 
same situations of the incoherent noise, the DSPAC 
method can provide proper phase velocities in the same 
or a wider frequency range than the CCA method.

However, the dispersion curves that were obtained 
from the proposed method are not as accurate as those 
obtained from the conventional SPAC method in the 
low-frequency range. As presented by Cho and Iwata 

Fig. 16  Comparisons of estimated phase velocities obtained through DSPAC method with those obtained through conventional methods in case 
of noise-free synthetic data. The array shape is a slightly flattened triangle (R3-R6-R7). The legend is the same as that in Fig. 15 and “approx.” denotes 
the averaged distances among the receivers used to take the azimuthal average. The approximated SPAC method includes bias from the target and 
the DSPAC method works well
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(2021) and Cho (2022), normalized upper limit wave-
length (NULW), the upper limit of the effective wave-
length normalized by array radius, is determined mainly 
by the noise-to-signal ratio (NSR) in the conventional 
SPAC method. Since the flat triangle used in this study 
has a smaller average array radius, the upper limit wave-
length (ULW) of the flat triangular array becomes smaller 
than that of the equilateral triangular array if similar 
properties can be assumed for the DSPAC method and 
the CCA method. This consideration is consistent with 
the fact that the SPAC (BIDO/R300), which only uses a 
base side with receiver spacing of 3 m, shows more accu-
rate solutions than SPAC (BIDO/R156), which uses two 
oblique sides with receiver spacing of 1.56 m.

Anisotropic wave fields
To study the case of the anisotropic wave fields of micro-
tremors, for example, the case of φ0 = π/6 , �φ = π/4 is 
simulated, that is, the sources of microtremors are uni-
formly distributed in the range of [π/6, 5π/12] . Using the 
simulated wave fields, the unknown parameters such as 
phase velocity c(f), Xn , and Yn ( n = 1, 2 ) are identified. As 
in the previous section, the results are shown in Fig. 13 
for the equilateral triangle (R4-R6-R7) and the most flat-
tened triangle (R1-R6-R7). Incoherent noise is not con-
sidered for the analysis. The orange points show the 
results for the case where the series in Eq. (7) is termi-
nated at n = 2 , while the blue points show the results for 
the case where the series is terminated at n = 1.

As shown in Table  2, the values for X1 and Y1 are 
expected to be −0.2328 and 0.8697, respectively, while 
Fig. 13 shows that they are almost consistent with the tar-
get values regardless of the array shape in the frequency 
range below 15 Hz. On the other hand, although the tar-
get values for X2 and Y2 are −0.5513 and −0.3183 , respec-
tively, their estimated values are almost zero in the low 
frequency range. The estimation is not stable due to the 
high dependency on the initial values. These results sup-
port the previous predictions, namely, X2 and Y2 are not 
sensitive when determining the unknowns.

However, for the most flattened triangle (R1-R6-R7), 
the value of X2 approaches −0.5513 above 15 Hz, and 
the dependency on the initial value becomes smaller. It 
is suggested that X2 is sensitive in this frequency range 
and affects the estimation results. Comparing the orange 
and blue points in Fig.  13, the difference in the phase 
velocities is not so clear, although the values for X1 and 
Y1 deviate significantly from the target values for the case 
in which the series is terminated up to n = 1 . This may 
indicate that X2 cannot be ignored for the optimization.

Figure 14 shows the differences in the identified values 
of the phase velocity for different array configurations in 
the cases where the series is terminated at n = 2 and at 

n = 1 . It should be noted that the vertical axis in this fig-
ure is logarithmic in order to emphasize the differences 
among the identified values. In the case of terminat-
ing the series at n = 2 , all triangles except the most flat-
tened one (R1-R6-R7) are in very good agreement with 
the target. This suggests that if the maximum value of the 
interior angles of a triangle is less than about 2π/3 , the 
DSPAC method can provide a proper estimation. How-
ever, X1 and Y1 are not always properly identified in these 
cases, and the closer the triangle is to an equilateral trian-
gle, the better the identification results are.

The equilateral and slightly flattened triangles, 
R3-R6-R7, are almost identical and are in good agree-
ment with the target even if terminated at n = 1 . How-
ever, the flatter the triangle is, the larger the deviation 
from the target systematically becomes. This is generally 
consistent with the well-known properties that the accu-
racy of estimations for the phase velocity becomes worse 
for flat triangles.

From the above, it is seen that the contribution of X2 
and Y2 depends not only on the array configuration but 
also on the frequency. Furthermore, although the results 
are not shown in this paper, the contribution of X2 and Y2 
also depends on the arrival directions of the microtrem-
ors for different combinations of φ0 and �φ.

At the end of this section, the phase velocities esti-
mated from the waveforms of the most flattened tri-
angular array using the DSPAC method are compared 
with those estimated using other conventional methods. 
Figure 15 shows the phase velocities identified from the 
SPAC, CCA, FK, and DSPAC methods. For the SPAC 
method, the phase velocities obtained from the imperfect 
calculations are shown: one is without azimuthal aver-
aging from only one pair of CCFs at the bottom (BIDO/
R300) and the other is from the average of two pairs of 
CCFs on the oblique sides (BIDO/R156). The results 
from the FK method are also shown using six receiv-
ers, excluding R5. The results by the DSPAC method are 
shown for two cases where the series of Eq. (7) is termi-
nated up to n = 1 and n = 2.

Since the wave fields are not isotropic, the SPAC 
method without azimuthal averaging does not yield 
proper results. The phase velocity identified from the 
DSPAC method, terminated at n = 1 , asymptotically 
approaches the results obtained from the SPAC method 
in the high-frequency range. This suggests that the 
error is due to terms including the higher-order Bessel 
functions. The results from the CCA method are close 
to the target values in the range of 4 to 9 Hz, although 
the proper solutions are not obtained, and they deviate 
significantly from the target values in other frequency 
ranges. Although the FK method provides no proper 
identifications from three receivers, the results from six 



Page 20 of 26Kimura et al. Earth, Planets and Space           (2023) 75:88 

receivers are better than those from three. However, the 
identified phase velocities are slightly larger than the tar-
get velocities.

Figure 16 shows a comparison of the results from the 
DSPAC method with the SPAC method for a slightly 
irregular triangle. It is a common situation that the posi-
tion of the vertex R4 of an equilateral triangle (R4-R6-R7) 
is slightly displaced to form an irregularly shaped trian-
gle, such as R3-R6-R7. If the misalignment of the receiv-
ers is not very large, an approximation may be used to 
estimate the phase velocity using the azimuthal averag-
ing of the SPAC coefficients for all the possible pairs of 
receivers and averaged distances of all the pairs.

The DSPAC method is expected to provide proper esti-
mates in such cases. The DSPAC method is compared 
with (i) the SPAC method without azimuthal averaging, 
(ii) the SPAC method with an approximation using the 
average of the distances among the receivers, which has 
been used empirically, and (iii) the CCA method for the 
waveforms obtained from the slightly flattened triangle, 
R3-R6-R7. In this case, the distance of the base (R6-R7) is 
3 m, the oblique sides (R3-R6 and R3-R7) are 2.29 m, and 
their average is 2.53 m.

In case (i), where only the base (R6-R7) is used, the 
identified phase velocity deviated significantly from the 
target velocity, because of the anisotropic wave fields. 
The averaged SPAC coefficients over the CCFs from 
the two oblique sides provide almost proper identi-
fication, although the results are very slightly under-
estimated in the low-frequency range and very slightly 
over-estimated in the high-frequency range. Although 
it is not intentional, the phase velocity can be estimated 
properly by averaging the two SPAC coefficients for 
the oblique sides because the arrival directions of the 
microtremors are almost parallel to one of the sides 
(R3-R6) and the arrival directions are approximately 
perpendicular to the other side (R3-R7) in the settings 
of the example. In other words, it is just fortuitous that 
the proper phase velocity is obtained. Therefore, it 

should be noted that the proper results are not always 
obtained from the two isosceles sides of any shape of 
isosceles triangles to find the phase velocity.

In case (ii) of the approximated SPAC method, that 
is azimuthally averaging and applying the averaged 
distance to estimate the phase velocity, the identified 
phase velocity is over-estimated. In particular, the error 
in the low-frequency range is conspicuous.

The CCA method, which is case (iii), provides a 
proper solution over a wide frequency range because 
the array shape is not an extremely flattened triangu-
lar, although it is over-estimated in the high-frequency 
range. In contrast, the DSPAC method provides proper 
results over the entire frequency range.

These results depend on the arrival directions of 
microtremors and the expanse of the source area; 
thus, it is not obvious what errors will be included if 
the proper solutions are not obtained. Moreover, there 
is no way to know whether the proper solution has 
been obtained or not for the data obtained from real 
fields. Therefore, the DSPAC method is a very useful 
algorithm for microtremor surveys under unknown 
sources, because it can, in principle, provide appropri-
ate solutions regardless of the source distribution of 
microtremors.

Field test
To confirm the applicability of the DSPAC method, it is 
applied to actual data. Comparing the DSPAC method 
with the conventional methods, such as the SPAC, the 
CCA, and the FK methods, we validate the accuracy of 
the DSPAC method.

Summary of observations
Observations were carried out on the morning of July 20, 
2022 on the paved road between the parking lot next to 
the J2 building and the tennis court of the Suzukake-dai 
Campus, Tokyo Institute of Technology, Japan. The site 

Fig. 17  Observation site and settings of sensors for the field test. The site is located at the Suzukake-dai Campus, Tokyo Institute of Technology, 
Yokohama, Japan



Page 21 of 26Kimura et al. Earth, Planets and Space           (2023) 75:88 	

was located on Pleistocene hills with cut and fill. The 
receivers were set as shown in Fig. 5.

Six integrated seismographs (CloverTech LA-352) 
were used for simultaneous observations: the sensor is a 
MEMS (micro-electro mechanical systems) accelerom-
eter (Epson A352), made from a crystal oscillator, and 
the data logger is based on a board computer with time 
synchronization through the GPS (Global Positioning 
System). The data are recorded, 200 samples per second 
(sps), for 30  min. Figure  17 shows a distant view of the 
observation site and the settings of the sensors.

It is known from nearby borehole data that a surface 
layer a thickness of 5 to 20 m consists of fill, silt and clay 
whose shear wave velocities are around 200  m/s. An 
engineering base of mudstone with a shear wave veloc-
ity of 600 to 700 m/s exists below the surface layer. The 
ground water level is −1.0 to −2.0  m from the surface. 
However, details of the velocity structure at the site are 
unknown. For simplicity, a velocity structure that can 
accurately explain the phase velocity estimated from the 
SPAC method, is obtained, and its theoretical disper-
sion curve is shown for reference in the following figures. 
The assumed velocity structure is shown in Table 3. The 
theoretical dispersion curve for the fundamental mode 
of Rayleigh waves, which corresponds to the structure, is 
identical to the dispersion curve of the target used in the 
previous section and shown in Fig. 8b.

Results and discussion
Selecting 11 portions of 40.96-s length, to exclude dis-
turbances caused by cars and pedestrians passing by the 
observation site, and applying the Fourier transform to 
each portion, the power spectrum at each receiver and 

the cross spectrum and CCF among the receivers are cal-
culated from the average over the 11 portions.

The Fourier spectra of the observed records are shown 
in Fig.  18. To identify the noise level of the sensors, we 
obtained records at a bedrock site in a mountainous area, 
where the level of microtremors is known to be extremely 
low. Since the Fourier spectra of the observed records, 
shown as a gray solid line, is larger than the known 
microtremor level at the bedrock site, it can be regarded 
as the self-noise. The colored lines are the Fourier ampli-
tudes of the records obtained through the simultaneous 
observation using six seismographs at the Suzukake-dai 
Campus. The shapes of the spectra are almost the same 
due to the small distance among the receivers, and it is 
unlikely that incoherent disturbances are contained only 
in a particular sensor.

Figure  18 shows that the power ratio of the signal to 
noise is more than 20 dB (100 times power and about 10 
times amplitude) in the range of 2.3 to 25 Hz and more 
than 30 dB (1000 times power and about 31 times ampli-
tude) in the range of 4 to 16 Hz. Thus, it can be assumed 
that the effect of the noise is low enough for analyses in 
the range of 4 to 16 Hz.

Figure  19 shows identified phase velocity c(f) and 
unknown parameters Xn and Yn ( n = 1, 2 ) which depend 
on the arrival directions of microtremors, using the 
records of the equilateral triangle (R4-R6-R7) and the 
most flattened triangle (R1-R6-R7). The phase velocities 
are estimated in the range of 5 to 25 Hz, although the 
most flattened triangle shows poor estimation accuracy 
in the low-frequency range, which corresponds well with 
the properties observed in Fig. 10. Theoretically, the val-
ues of X1 and Y1 shown in Fig. 19a and those in Fig. 19b 

Fig. 18  Fourier amplitudes of observed microtremors at the site (solid colored lines) and noise floor of the sensor (solid gray line). The observed 
data have sufficient SNR in the frequency range of 4 to 16 Hz. Note that the SNR is shown as the power ratios which are calculated as colored lines 
divided by a gray line in the panel a
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Fig. 19  Estimated values of unknown parameters for equilateral and most-flattened triangles using the observed data. The legend is the same 
as that in Fig. 9. The phase velocities, X1 and Y1 , are determined well, and the estimated values for X2 and Y2 depend on the initial data set and are 
not stable. The solid black lines show theoretical dispersion curves for the fundamental mode of Rayleigh waves propagating in a ground with the 
velocity structure shown in Table 3
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should be identical, respectively. However, since the 
phase velocity was not obtained correctly for the lower 
frequency range, the values of X1 and Y1 also show the 
same trend. These properties can be attributed to the fact 
that the parameters are identified simultaneously in the 
proposed method. The dependency of X1 and Y1 on the 
initial values is small, and nonzero values are stably esti-
mated. This suggests that the microtremors do not arrive 
isotropically, and that the arrival directions of micro-
tremors depend on the frequency as shown by the shapes 
of X1 and X2 . As in the case of the numerical simulation 
in the previous section, X2 and Y2 have a great depend-
ency on the initial values and cannot be estimated stably. 
However, for the flattened triangle, it can be seen that the 
estimated values change in the frequency range above 15 
Hz for X2 . Although an unstable estimation, this behavior 
of the estimates is considered to be the same as that seen 
in Fig. 13b. This suggests that the sensitivity of X2 to the 
real part of the CCF depends on the array configuration.

Figure  20 compares the phase velocity estimated by 
the DSPAC method with that estimated by the conven-
tional methods using the observed data. It is impossible 
to verify which method is more accurate, as the correct 
solution is unknown. If the results are comparable to 
the phase velocities obtained by the conventional SPAC 
method, it is safe to conclude that the DSPAC method 
provides somewhat reliable results. This is considered 
acceptable based on previous numerical investigations.

In the case of the equilateral triangle (R4-R6-R7), 
almost the same results are obtained for all meth-
ods, except for the FK method, including fluctuations 
in the phase velocity. This leads us to believe that the 
estimated phase velocities are reasonable. The lack of 
phase velocity in the frequency range below 5 Hz is 
considered to be due to the effect of incoherent noise, 
corresponding to the frequency range where the signal-
to-noise ratio is less than 30 dB.

On the other hand, in the case of the flattened tri-
angle (R1-R6-R7), the CCA and DSPAC methods do 
not properly estimate the phase velocity in the low-
frequency range. In addition, the results from the CCA 
method deviate significantly in the high-frequency 
range. As the SPAC method, which uses only the base 
(R6-R7), yields almost the same phase velocity as the 
equilateral triangle case, it is also expected that the 
microtremors arrive in a near-isotropic state. How-
ever, the results of Fig. 19 show that X1 and Y1 are not 
perfectly isotropic because they are not zero, which is 
not unrelated to the deviations of the imperfect SPAC 

Fig. 20  Comparisons of estimated phase velocities obtained through DSPAC method with those obtained through conventional methods using 
the observed data. The legend is the same as those in Figs. 11 and 12. The properties of each method agree well with the results of the numerical 
calculations. To avoid spatial aliasing in the analysis of the FK method, we searched over a limited range of phase velocities, which resulted in the 
misalignment with the target value in the frequency range above 12 Hz

Table 3  Estimated velocity structure at site for array observation

Thickness Density Vs Vp
(km) (t/m3) (km/s) (km/s)

0.00800 1.40 0.170 1.000

0.00400 1.50 0.250 1.100

0.00300 1.65 0.350 1.400

∞ 2.00 0.600 1.900
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methods, such as R300 and R156, from the case of the 
equilateral triangle above 15 Hz.

From the above, it can be stated that the properties of 
each method correspond well to those observed in the 
numerical calculations.

Unfortunately, the FK method is not able to estimate 
phase velocities even though the records obtained from 
six receivers are used. The arrival directions of micro-
tremors should be discussed using the results from the 
FK method and the values of X1 and Y1 from the DSPAC 
method. However, the results of the FK method are too 
poor to use in a discussion on the arrival directions; 
therefore, the issue of the arrival directions will be left for 
future works.

Conclusions
The direct spatial auto-correlation (DSPAC) method was 
proposed in this study. This method directly identifies 
sufficiently sensitive parameters included in the com-
plex coherency functions (CCFs), which enables high 
accuracy estimation of the phase velocity without any 
restrictions on the array configurations. The conclusions 
reached in this study are listed as follows:

•	 The stochastic properties of the parameters emerge 
in the real part of CCFs, that have been treated as the 
terms of directional aliasing (Henstridge 1979; Cho 
2020a), were analytically examined. Specifically, these 
are the parameters determined by the intensity dis-
tribution with respect to the arrival directions of the 
microtremors and take zero if the wave field under 
consideration is isotropic.

•	 The DSPAC method was shown to provide solutions 
as accurately as the conventional SPAC method as 
long as extremely flattened arrays are not used.

•	 The DSPAC method was shown to be able to esti-
mate phase velocity more accurately than the center-
less circular array (CCA) method in the higher fre-
quency range.

•	 The DSPAC method was shown to be able to esti-
mate phase velocity as accurately as the CCA method 
in the lower frequency range.

•	 Because the DSPAC method uses the particle swarm 
optimization (PSO) as its core algorithm, the method 
offers a way to identify the sufficiently sensitive 
parameters, through the comparison of the initial 
value dependency of obtained solutions.

•	 The applicability of the DSPAC method was con-
firmed through the analysis of the actual field data.

Further study is necessary on certain topics, which could 
not be sufficiently discussed in this study, for exam-
ple, the sensitivity and accuracy of the estimation of the 
unknown parameters, and the quantitative relationships 
between the values of the unknown parameters and the 
arrival directions of microtremors, which are the physical 
meanings of the parameters.

Appendix A: derivation of equations (17) and (18)
In a case where the arrival directions of microtremors, 
θℓ , is limited in the range of [φ0,φ1] ( φ1 = φ0 +�φ ) and 
follows a uniform distribution in the range, the variance, 
Var[ξn(φ0;�φ)] , for parameter ξn can be obtained as 
follows:

The variance Var[αℓ cos(2nθℓ)] is

(A.1)

Var[αℓ cos(2nθℓ)] = E[{αℓ cos(2nθℓ)}2] − {E[αℓ cos(2nθℓ)]}2
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Applying the relationship Var[
∑L

ℓ=1 αℓ cos(2nθℓ)]

=

∑

L

ℓ=1 Var[αℓ cos(2nθℓ)],

is obtained.
Similarly for ζn , the following equation is obtained:
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(A.2)

Var[ξn(φ0;�φ)] = Var[
∑L

ℓ=1 αℓ cos(2nθℓ)] =
∑L

ℓ=1 Var[αℓ cos(2nθℓ)]

≈
L

∑

ℓ=1

[

4

3L2

{

1

2
+ sin(4nφ1)− sin(4nφ0)

8n�φ

}

− E[ξn(φ0;�φ)]2
L2

]

= 4

3L

{
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2
+ sin(4nφ1)− sin(4nφ0)

8n�φ

}

− E[ξn(φ0;�φ)]2
L

(A.3)

Var[ζn(φ0;�φ)] ≈ 4

3L

{

1

2
− sin(4nφ1)− sin(4nφ0)

8n�φ

}

− E[ζn(φ0;�φ)]2
L

.
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