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Abstract 

Correcting interferometric synthetic aperture radar (InSAR) interferograms using Global Navigation Satellite System 
(GNSS) data can effectively improve their accuracy. However, most of the existing correction methods utilize the dif-
ference between GNSS and InSAR data for surface fitting; these methods can effectively correct overall long-wave-
length errors, but they are insufficient for multiple medium-wavelength errors in localized areas. Based on this, we 
propose a method for correcting InSAR interferograms using GNSS data and the K-means spatial clustering algorithm, 
which is capable of obtaining correction information with high accuracy, thus improving the overall and localized 
area error correction effects and contributing to obtaining high-precision InSAR deformation time series. In an appli-
cation involving the Central Valley of Southern California (CVSC), the experimental results show that the proposed cor-
rection method can effectively compensate for the deficiency of surface fitting in capturing error details and suppress 
the effect of low-quality interferograms. At the nine GNSS validation sites that are not included in the modeling pro-
cess, the errors in the ascending track 137A and descending track 144D are mostly less than 15 mm, and the average 
root mean square error values are 11.8 mm and 8.0 mm, respectively. Overall, the correction method not only realizes 
effective interferogram error correction, but also has the advantages of high accuracy, high efficiency, ease of promo-
tion, and can effectively address large-scale and high-precision deformation monitoring scenarios.
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Graphical Abstract

Introduction
As two current advanced deformation monitoring 
technologies, interferometric synthetic aperture radar 
(InSAR) and Global Navigation Satellite System (GNSS) 
are the main sources of high-precision deformation 
monitoring data (Takada et al. 2018; Xu et al. 2018; Yan 
et  al. 2022b; Zhang et  al. 2023; Zhu et  al. 2023). GNSS 
sites are mostly deployed with deep anchors in bedrock 
or anchored through reinforced concrete structures and 
stable buildings (Xi et  al. 2021; Xu et  al. 2022); thus, 
these monitoring sites have fixed location properties. 
Furthermore, their errors can be suppressed by perform-
ing multisite combination networking calculations and 
error modeling (Dai et al. 2019; Guns et al. 2022). How-
ever, InSAR technology is limited by its own imaging and 
positioning principles, resulting in a lack of an absolute 
reference frame for monitoring data, while the achieved 
monitoring precision is easily affected by factors such as 
orbital and atmospheric errors (Yang et al. 2020; Lee and 
Shirzaei 2023).

To overcome the serious effect of atmospheric errors 
on InSAR data, correcting long- and medium-wave-
length errors in InSAR interferograms via GNSS data is 
an effective method. Neely et al. (2019) utilized a quad-
ratic surface to fit the differences between GNSS data and 
interferograms, after recovering the fitted difference into 
interferograms, applied time series analysis processing to 
obtain the corresponding InSAR deformation time series. 

Weiss et al. (2020) projected the horizontal velocity field 
obtained by interpolating GNSS displacement data in the 
line of sight (LOS) direction, then removed the difference 
between the GNSS and InSAR data by fitting a second-
order polynomial to obtain a high-precision deformation 
rate field. Xu et al. (2021) used Gaussian low-pass filter-
ing to process interpolation results concerning the differ-
ence between GNSS data and interferograms, and after 
removing this difference, the corrected interferograms 
were processed with the coherence-based small baseline 
subset (SBAS) method and atmospheric phase correc-
tion to obtain a high-precision InSAR deformation time 
series.

The above studies employed high-precision GNSS data 
and directly utilized the difference between GNSS and 
InSAR data to correct interferograms. When the spatial 
distribution of errors is long-wavelength, these methods 
can effectively suppress the error effect. However, when 
multiple error blocks are clustered in an interferogram 
due to medium-wavelength errors, the corrected results 
obtained after surface fitting are prone to spatial error 
aggregation, which leads to low precision in the defor-
mation time series. In addition, with the development 
of cloud computing and cloud platforms for InSAR data 
processing (Lazeckỳ et al. 2020; González-Jiménez et al. 
2023), additional publicly released interferogram prod-
ucts have become available, greatly reducing the compu-
tational volume and difficulty of InSAR data processing. 
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However, since the interferograms released on cloud plat-
forms are processed in batches with the same solution 
programs and scripts, some low-quality interferograms 
are produced with dynamic atmospheric errors, and they 
are reflected in the spatial aggregation of non-tectonic 
deformation signals. For such interferogram products, it 
is difficult to ensure their correction accuracy with sur-
face fitting.

Therefore, to fully utilize the publicly available inter-
ferogram data from cloud platforms and to improve the 
validity of GNSS-corrected interferograms, it is neces-
sary to consider the spatial distributions of errors (e.g., 
using K-means spatial clustering algorithms) and evalu-
ate the quality of the produced interferograms through 
exact indicators. By combining these two considera-
tions, a correction method for InSAR data is studied in 
this paper, to reduce the long- and medium-wavelength 
errors in a single interferogram, improve the precision of 
the InSAR deformation time series results, also to reduce 
the computational complexity and application difficulty 
induced by GNSS-corrected interferogram errors.

In this paper, we utilize GNSS data and K-means algo-
rithm to correct the long- and medium-wavelength 
errors of the interferograms, by controlling the quality 
of the corrected interferograms and performing the time 
series analysis process, we obtain high-precision InSAR 
deformation time series results. Then apply the proposed 
method to the Central Valley of Southern California 
(CVSC) and present the specific implementation process. 
Finally, the experimental results are discussed, where the 
advantages and future research directions of the devel-
oped correction method are summarized.

Data processing method
To obtain high-precision InSAR deformation time series, 
correcting long- and medium-wavelength errors and per-
forming quality control on the corrected interferograms 
are necessary. For error correction purposes, we consider 
the spatial distribution characteristics of the observed 
errors through the K-means algorithm; for quality con-
trol, we use the residuals of the detrended term deforma-
tion as the evaluation indicators. In addition, we further 
improve the computational efficiency of the method by 
using GNSS data to assist in quickly finding the optimal 
quality threshold.

During the implementation of the correction method, 
the steps, outliers and modeling errors in the GNSS data 
are first processed, and the interferograms are selected 
according to the spatio-temporal baseline threshold. 
Then, the K-means algorithm and the difference between 
the GNSS data and interferograms are combined to cor-
rect the interferograms. Next, a set of quality thresholds 
is selected, the time series processing (only for InSAR 

pixels that are adjacent to a GNSS site, we choose 15 × 15 
pixels around each GNSS site) errors of the interfero-
grams selected by each threshold are counted, and the 
optimal quality threshold is determined based on error 
minimization. Finally, high-quality interferograms are 
selected based on the optimal quality threshold, and 
SBAS processing is performed on all the pixels to obtain 
high-precision deformation time series results. The 
detailed data processing procedure is shown in Fig. 1.

GNSS data processing
Step terms, outlier terms, and observation errors inevi-
tably appear in GNSS displacement data due to observa-
tion data quality issues, external environmental changes, 
instrumentation replacement, and error correction 
modeling (Amiri-Simkooei et al. 2019; Ohno et al. 2021; 
Agnieszka and Dawid 2022). We adopt the following 
strategies to address these different error terms:

a)	 Step terms

Step terms are caused mainly by instrument replace-
ment and external environmental changes (Lahtinen 
et  al. 2022). We identify the times at which steps occur 
from the step event log file, calculate the difference 
between the medians of the 30  days of time series data 
before and after the identified time, and recover the dif-
ference in the GNSS time series data if it is greater than 
the threshold.

b)	 Outlier terms

Outliers in a GNSS time series significantly deviate 
from the normal variation range (Wen et  al. 2021). We 
use the mean plus and minus three times the standard 
deviation (STD) as a criterion for judging outliers and 
rejecting them directly.

c)	 Modeling errors

Observation errors are commonly found in GNSS dis-
placement data (Li et  al. 2018). By combining previous 
research results (Dong et al. 2002; Bogusz and Klos 2016) 
and analyzing deformation time series data acquired 
from several GNSS sites, we find that the deformation 
characteristic function can effectively describe the GNSS 
displacement, and the calculation formula is as follows:
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where y is the GNSS observation, a0, a1 are the regression 
coefficients corresponding to the constant and velocity 
terms; a2, b2, a3, b3, a4, b4 are the regression coefficients 
corresponding to various periodic terms (annual, semian-
nual, and seasonal periodical terms); t is the observation 
time; f1, f2, f3 represent the frequency values correspond-
ing to the annual, semiannual, and seasonal periodical 
terms ( f1 = 1/365, f2 = 1/182.5, f3 = 1/91.25 ), respec-
tively; and ε is the residual.

We first assume that the GNSS displacements include 
the various periodic terms in Eq. (1) and fit all the coef-
ficients using the least-squares method (Levenberg 
1944). Then, the t-distribution test statistics correspond-
ing to the coefficients are constructed, and insignificant 
periodic terms are removed, as shown in Additional 
file  1: Fig. S1. The GNSS displacements are refitted by 

(1)

y = a0 + a1 × t + a2 × sin
(

2π f1t
)

+ b2

× cos
(

2π f1t
)

+ a3 × sin
(

2π f2t
)

+ b3 × cos
(

2π f2t
)

+ a4 × sin
(

2π f3t
)

+ b4 × cos
(

2π f3t
)

+ ε,

the least-squares method using the updated deforma-
tion characteristic function, and the GNSS data are sub-
sequently processed according to the fitted weights as 
follows: if a weight is less than the threshold value, the 
weighted average of the observation and the fitted result 
is used (Grigg and Spiegelhalter 2007); otherwise, the 
observation is left unmodified. The weighted averaging 
formula is as follows:

where y′ is the weighted average, y is the GNSS observa-
tion, ŷ is the model prediction, p is the fitting weight, and 
pt is the weight threshold.

According to the above method, the step terms, outlier 
terms and modeling errors in the GNSS displacement 
data are processed separately, to obtain “clean” GNSS dis-
placement data for the subsequent data processing step.

InSAR interferogram data processing
Due to the influence of atmospheric errors and the limi-
tations of error correction models, several long- and 

(2)y′ = yp2 + ŷ
(

1− p2
)

p ≤ pt ,

Fig. 1  Flowchart of InSAR and GNSS deformation data processing
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medium-wavelength errors and topography-related errors 
are often exist in interferograms and cannot be eliminated 
(Li et  al. 2019; Morishita and Kobayashi 2022; Yan et  al. 
2022a). In addition, the deformation information in inter-
ferograms is relative to the reference point. To correct the 
errors in interferograms and ensure that they are tightly 
aligned with the GNSS reference frame, we follow the basic 
principles of the methods adopted by Neely et  al. (2019) 
and Xu et al. (2021), and carry out error correction based 
on the difference between the GNSS data and interfero-
gram data. The specific process is shown in Fig. 2.

First, an interferogram is selected based on the time 
span and vertical baseline length. The GNSS displacement 
is projected in the InSAR LOS direction as follows (Kob-
ayashi et al. 2018):

where dGNSS is the LOS displacement at the GNSS site, 
positive values indicate surface displacements toward the 
satellite, and negative values indicate motion away from 

(3)
dGNSS = ∓ dnsin(α)sin(θ)± decos(α)sin(θ)∓ ducos(θ),

(4)�dGNSS

(

tij
)

= dGNSS

(

tij
)

− dInSARGNSS

(

tij
)

,

the satellite. dn , de and du represent the displacement 
components of the GNSS in the north, east and vertical 
directions, respectively. θ is the radar incidence angle, 
and α is the satellite heading angle (clockwise from the 
north is positive). �dGNSS

(

tij
)

 is the difference between 
the GNSS data and interferogram data from time ti to 
time tj , dGNSS

(

tij
)

 and dInSAR_GNSS

(

tij
)

 are the LOS dis-
placements at the GNSS site and the InSAR pixels near 
the GNSS site from time ti to time tj , respectively. For the 
plus-minus signs in Eq. (3), the upper sign represents the 
right-looking direction, and the lower sign represents the 
left-looking direction.

Then, the differences between the GNSS data and 
interferogram data are spatially clustered using the 
K-means algorithm (MacQueen 1967; Arthur and Vassil-
vitskii 2007). The K-means algorithm divides the data 
into K groups according to the setting, through randomly 
selects K clustering centers, calculates the distances 
from each object to the clustering centers, assigns each 
object to the clustering center that is closest to it, and 
repeats the process until the clustering centers no longer 
change. Considering the number of medium-wavelength 

Fig. 2  Flowchart for correcting long- and medium-wavelength errors in InSAR interferograms
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atmospheric errors in the interferograms and ensuring 
that the number of GNSS sites in each cluster is sufficient 
for quadratic surface fitting (greater than 7), we loop 
through the number of clusters to be selected, compute 
the difference between the corrected interferograms and 
the GNSS data, and determine the optimal clusters based 
on difference minimization.

A quadratic surface is fitted to the difference between 
the GNSS and InSAR data for the interferogram span-
ning from ti to time tj in each clustered block. The coef-
ficient terms are estimated by the least-squares method. 
The formula is as follows:

where L1,B1, . . . , Lm,Bm denote the longitudes and 
latitudes of the GNSS sites in the current cluster block, 
a00, a10, . . . , a22 denote the coefficient terms of the 
quadratic surface, and ε1, ε2, . . . , εm denote the fitting 
residuals.

Substituting the corresponding longitudes and latitudes 
of the InSAR pixels into Eq. (5), the differences between 
the GNSS and InSAR data at arbitrary pixels in a specific 
block can be obtained.

Then, the deformation values of the interferograms 
are spatially clustered using the K-means algorithm 
(MacQueen 1967; Arthur and Vassilvitskii 2007), and 
the number of blocks is consistent with the number of 
spatial clusters formed for the GNSS data. Based on the 
correspondence between the spatial clustering centroids 
of the interferogram and the GNSS data, the difference 
fitting results corresponding to each clustering block 
are combined to obtain the correction for the current 
interferogram.

To weaken the block boundary effect exhibited by the 
corrections, we apply Gaussian low-pass filtering to the 
corrected interferograms. After comparing the filtering 
effects produced under different wavelengths, we adopt 
80  km as the filtering wavelength (which is consistent 
with that adopted by (Xu et al. 2021)) and then apply cor-
rections to the interferograms.

By processing each interferogram via the above 
method, corrected LOS deformation values can be 
obtained, and the reference frame of each interferogram 
is consistent with the GNSS data.

(5)
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Determination of the optimal quality threshold
High-quality interferograms are essential for obtaining 
high-precision displacement time series via SBAS pro-
cessing. To minimize the impacts of interferograms with 
low data quality on the corresponding SBAS processing 
results, we develop criteria and methods for assessing the 
quality of interferograms.

Studies conducted by Solari et al. (2020), Li and Bürg-
mann (2021), and Liu et  al. (2023) have shown that 
the STD of the deformation values can be used as an 
indicator of interferogram quality. Considering that 
different time spans result in interferograms contain-

ing varying degrees of deformation information (Suo 
et  al. 2015; Wang et  al. 2022), and that the influence 
of errors in the interferograms is significantly weak-
ened after performing correction using GNSS data, we 
use the average of the absolute values obtained after 
removing the first-order deformation trend term as the 
quality indicator ( Qi ). Due to the short time span of the 
selected interferograms, the theoretical values of the 
deformation residuals after removing the trend term 
are small, while large Qi values generally correspond 
to low-quality interferograms with significant atmos-
pheric error residuals or discontinuity error introduced 
by the K-means clustering algorithm.

The first-order trend term is derived from the sum of 
the deformation values of all interferograms divided by 
the total time span. The quality indicator is defined as 
follows:

where vj denotes the first-order trend term of the j th 
pixel, N denotes the number of interferograms, di,j and 
ti,j denote the deformation value and time span cor-
responding to the j th pixel in the i th interferogram, 

(6)vj=
∑N

i=1
di,j/

∑N

i=1
ti,j ,

(7)˜di,j = di,j − vj × ti,j,

(8)Qi =
1

n

∑n

j=1
abs

(

˜di,j

)

,
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respectively, and ˜di,j denotes the deformation value of 
the j th pixel in the i th interferogram after removing the 
first-order trend term. Qi denotes the quality indicator of 
the i th interferogram, which is effective if the temporal 
phase change is stationary throughout the image and is 
useful for identifying significant uncorrected residuals 
in interferograms. n denotes the number of pixels, and 
abs denotes the operation used to calculate the absolute 
value of a term.

To determine the optimal quality threshold, a sim-
ple method is to determine a set of quality thresholds 
within a certain range, select a threshold in turn to pick 
the interferograms for SBAS processing (for all pixels) 
and statistical error calculation, finally, determine the 
optimal value based on the errors corresponding to dif-
ferent thresholds. However, if the eligible interferograms 
need to be selected for SBAS processing to every selected 
threshold, then the number of required computations is 
certainly unacceptable. Considering the SBAS process-
ing strategy utilized for each selected quality threshold, 
the final accuracy evaluation is performed on the InSAR 
pixels in the vicinity of the GNSS site. Among the inter-
ferograms that satisfy the quality threshold, to prevent 
anomalous variations in individual pixels from affect-
ing the solution, a certain range of InSAR pixels near the 
GNSS site is selected for SBAS processing; this range can 
include 10 × 10 or 15 × 15 pixels around the GNSS site. 
The processed results are subsequently compared with 
the GNSS time series at each site to evaluate the achieved 
SBAS accuracy. This processing strategy not only greatly 
reduces the computational burden, but also does not 
affect the SBAS accuracy evaluation corresponding to 
each quality threshold.

Based on the methodology described above, we divide 
the process of determining the quality threshold into four 
steps:

1)	 Calculate the first-order trend term using all the cor-
rected interferograms (Eq. 6).

2)	 Calculate the mean of the absolute values of all the 
corrected interferograms after removing the first-
order trend term (Eq.  8), and determine a series of 
alternative thresholds.

3)	 Process each alternative quality threshold in turn as 
follows: first, select the interferograms according to 
the current quality threshold; then, select the InSAR 
pixels near the GNSS sites for SBAS processing; 
finally, record the root mean square error (RMSE) 
between the obtained SBAS time series results and 
the GNSS displacement.

4)	 Based on the RMSE of the SBAS processing results 
obtained with different thresholds, select the thresh-
old with the smallest RMSE as the optimal threshold.

To reduce unnecessary computational complexity, the 
third and fourth steps are accomplished using a two-
step approach: the first step involves selecting a series of 
quality thresholds with large gradients and determining 
the approximate range of the optimal threshold; the sec-
ond step involves selecting a series of quality thresholds 
with smaller gradients within the approximate range and 
determining the optimal threshold from this series.

SBAS processing
SBAS processing can be used to obtain displacement 
time series, and it has been applied to monitor the defor-
mation trends of geologic hazards such as earthquakes 
(Liu et al. 2021; Jafari et al. 2023), volcanoes (Doke et al. 
2021; Festa et  al. 2022), and landslides (Luo et  al. 2020; 
Khan et  al. 2023). The basic principle is to consider the 
deformation value as the product of the deformation rate 
and the time span (Berardino et  al. 2002; Lanari et  al. 
2004). Then, the observational equation is constructed 
by combining the data from several interferograms and 
back-calculating the deformation rate, and finally, the 
results for the deformation time series are obtained by 
integrating the deformation rate. To increase the reso-
lution without significant spatial jumps and to avoid the 
problem of rank deficiency, smoothness constraints are 
added to make the equation have full rank (López-Quiroz 
et al. 2009; Osmanoğlu et al. 2016). The specific formula 
is as follows:

where T denotes the length of the time span correspond-
ing to the interferogram, � denotes the smoothing fac-
tor (determined by the grid search method), L denotes 
the smoothing operator, V and D denote the displace-
ment rate and deformation value within the time span 
corresponding to the interferogram, respectively, and 0 
denotes the zero vector.

To increase the number of solvable InSAR pixels, we 
adopt the temporally connected SBAS (CSBAS) method 
proposed by Neely et  al. (2019) for determining the 
deformation rate at all independently observed moments 
in the observation equation, which is calculated using the 
following formula:

(9)
[

T
�L

]

V=

[

D
0

]

,
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where t1 , t2 , …, tp are the timing of SAR image acquisi-
tions; vn−1,n is the deformation rate between tn−1 and tn ; 
and D1 , D2 , …, Dp are the deformation values of the pixels 
in the interferogram.

After constructing the observation equation according 
to Eq. (10), least-squares inversion is performed using the 
Moore–Penrose pseudo-inversion method to obtain the 
deformation rate of the InSAR pixels for each observa-
tion period; then, the deformation time series results are 
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obtained by executing time-domain integration on the 
deformation rate.

Accuracy evaluation
To evaluate the accuracy of the processing method, we 
selected several GNSS sites that were not included in the 
modeling and compared the InSAR deformation time 
series results obtained by the processing method. In addi-
tion, the InSAR deformation rate results are compared 

Fig. 3  Topographic and spatial distribution of GNSS sites (red triangles and blue triangles indicate modeling sites, and blue triangles indicate 
displayed sites, black squares indicate validation sites), InSAR data (red lines indicate ascending track 137A, blue lines indicate descending track 
144D) and major faults (green lines) covering the Central Valley of Southern California. The red box in the upper right inset depicts the study area
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with those of previous studies, focusing on the magni-
tude and spatial distribution of the deformation.

Data processing experiment
Using our proposed method, we processed InSAR and 
GNSS data from the CVSC.

Data sources
The interferograms and GNSS data used here were 
released by scientific institutions. The employed 
interferograms were published by LiCSAR (Yu et  al. 
2018; Morishita et  al. 2020; Lazeckỳ et  al. 2020), 
and they include an ascending track frame ID 
137A_05534_131822 (137A) and a descending track 
frame ID 144D_05501_131413 (144D), where 137A 
spans from 2015-07-18 to 2021-08-15 and includes 234 
scenes, 144D spans from 2015-11-03 to 2021-11-07 
and includes 242 scenes. The utilized GNSS data were 
published by MAGNET (Blewitt et  al. 2016), and they 

include single-day deformation time series and step event 
log files (http://​geode​sy.​unr.​edu/) for 171 GNSS sites; 9 of 
these data are used for leave-one-out validation and are 
not included in the modeling process. The spatial distri-
butions of the InSAR and GNSS data are shown in Fig. 3.

Data processing experiment for 137A
The GNSS displacement data are first processed accord-
ing to the method introduced in Sect.  “GNSS data pro-
cessing”. Based on the difference between the treatment 
results and the output of the MIDAS algorithm (Ble-
witt et  al. 2016) and referring to other scholars’ studies 
(Santamaría-Gómez et  al. 2014), the weighting thresh-
old is set to 0.8. The results obtained before and after 
conducting processing at the CAWV site are shown in 
Fig. 4, and the other four selected GNSS sites are shown 
in Additional file 1: Fig. S2. To verify the reliability of the 
GNSS data processing results, the deformation rate esti-
mation results are compared with those calculated by 

Fig. 4  Results of processing deformation time series data at CAWV GNSS site. Subfigure a represents the identified time points at which the step 
may occur, subfigure b represents the deformation time series before and after the step term is repaired, subfigure c represents the deformation 
time series before and after the outliers rejection, and subfigure d represents the deformation time series before and after the anomalies are 
repaired

http://geodesy.unr.edu/
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Fig. 5  Error correction results of the 2020-05-10 to 2020-06-03 interferogram for ascending track 137A. Subfigures a–c represent 
the before-correction, correction amount, and after-correction InSAR interferogram, respectively. Warm colors (i.e., positive values) indicate surface 
displacement toward the satellite, and cold colors (i.e., negative values) indicate motion away from the satellite. In subfigures a–c, circles represent 
locations of GNSS sites, and filled colors represent the deformation values. Subfigure d represents the LOS deformation values of the GNSS sites 
(black open circles connecting line), and the deformation values of the 15 × 15 InSAR pixels before correction (blue squares connecting line) 
and after correction (red triangles connecting line), the numbers, names and latitude/longitude coordinates of the GNSS sites are shown in Table S2 
in the Additional file 1

Fig. 6  Process of determining the quality threshold for ascending track 137A. The horizontal axis represents the quality threshold, the vertical axis 
represents the RMSE between the InSAR time series results and GNSS corresponding to different quality thresholds
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the MIDAS algorithm (Blewitt et al. 2016) and plotted in 
Additional file 1: Fig. S3.

Then, all interferograms with time spans that are 
less than 100  days and vertical baselines with lengths 
that are less than 150  m are processed. After brows-
ing through all the interferograms, we find that the 
maximum number of significant atmospheric error 
clusters in the study area is 4, so we vary the number 
of K-means clustering blocks from 1 to 4. According to 
the method introduced in Sect.  “InSAR interferogram 
data processing”, the exact number of clustering blocks 
is determined by minimizing the difference between 
the correction results and the GNSS data. If the optimal 
number is determined to be 1, the method is equivalent 
to the traditional integral surface fitting method, which 
means that the interferogram correction effect is bet-
ter than that of the traditional method. The interfero-
gram for the period from 2020-05-10 to 2020-06-03 is 
selected for visualization purposes, and the results are 
plotted in Fig.  5. The corresponding correction gener-
ation process is shown in Additional file  1: Fig. S4. In 
addition, the interferograms for 1 cluster, 2 clusters, 3 
clusters and 4 clusters are also selected, and the associ-
ated results are shown in Additional file 1: Fig. S5.

Next, the quality threshold is determined according 
to the method introduced in Sect.  “Determination of 
the optimal quality threshold”, and the quality thresh-
old determination process is plotted in Fig.  6. The 

first-order deformation trend term is plotted in Addi-
tional file  1: Fig. S6, and the numerical distribution of 
the STD values and the average of the absolute values 
of the signals remaining after removing the first-order 
deformation trend term are plotted in Additional file 1: 
Fig. S7.

After determining the quality threshold, all interfero-
grams satisfying the threshold condition are processed 
with CSBAS to obtain their deformation time series and 
deformation rate results. A comparison of the InSAR 
deformation time series with the GNSS deformation time 
series at the nine leave-one-out validated GNSS sites is 
shown in Fig. 7. To further compare the accuracies of the 
processing results, the distributions of RMSE between all 
the GNSS sites and the InSAR deformation time series 
are plotted in Additional file  1: Fig. S8. The processed 
deformation rate field and the rate variations for the four 
equally spaced selected profiles are plotted in Fig. 8. 

Data processing experiment for 144D
The same processing procedure is used for the 144D 
data. The interferogram from 2020-05-10 to 2020-06-03 
is selected for processing, and the interferogram results 
obtained before and after processing are shown in Fig. 9. 
The correction generation process is shown in Additional 
file  1: Fig. S9. In addition, one interferogram each for 1 
cluster, 2 clusters, 3 clusters and 4 clusters are selected, 

Fig. 7  Comparison of the LOS deformation time series of InSAR pixels in 137A (blue vertical lines connecting line) and GNSS site (red line) on nine 
leave-one-out validation sites. The midpoint and length of the vertical axis of the InSAR data represent the mean and STD value of the deformation 
values, respectively, corresponding to the InSAR pixels within a 15 by 15 box around the GNSS site
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Fig. 8  LOS deformation rate of 137A (left) and rate variation on four cross-fault profile lines (right). For the left subfigure, the black dashed lines 
indicate the location of the fault profile line, the solid red lines indicate the locations of the major faults, and the circles represent the intersection 
of the fault and the profile line (corresponding to the black dashed line in the right subfigure). For the right subfigure, the blue lines represent 
the deformation rate value on the profile lines, the number marked on the abscissa axis represents the length ratio on the profile line

Fig. 9  Error correction results of the 2020-05-10 to 2020-06-03 interferogram for descending track 144D. Subfigures a–c represent 
the before-correction, correction amount, and after-correction InSAR interferogram, respectively. Warm colors (i.e., positive values) indicate surface 
displacement toward the satellite, and cold colors (i.e., negative values) indicate motion away from the satellite. In subfigures a–c, circles represent 
locations of GNSS sites, and filled colors represent the deformation values. Subfigure d represents the LOS deformation values of the GNSS sites 
(black open circles connecting line), and the deformation values of the adjacent InSAR pixel points before correction (blue squares connecting line) 
and after correction (red triangles connecting line), the numbers, names and latitude/longitude coordinates of the GNSS sites are shown in Tab. S3 
in the Additional file 1
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and the results produced before and after processing are 
shown in Additional file 1: Fig. S10.

The process of determining the quality threshold 
for 144D is plotted in Fig.  10. The first-order deforma-
tion trend term obtained by stacking the corrected 

Fig. 10  Process of determining the quality threshold for descending track 144D. The horizontal axis represents the quality threshold, the vertical 
axis represents the RMSE between the InSAR time series results and GNSS corresponding to different quality thresholds

Fig. 11  Comparison of the LOS deformation time series of InSAR pixels in 144D (blue vertical lines connecting line) and GNSS site (red line) on nine 
leave-one-out validation sites. The midpoint and length of the vertical axis of the InSAR data represent the mean and STD value of the deformation 
values, respectively, corresponding to the InSAR pixels within a 15 by 15 box around the GNSS site
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interferograms is plotted in Additional file  1: Fig. S11, 
and the numerical distributions of the STD values and 
the average absolute values of the signals remaining after 
removing the first-order deformation trend term are 
plotted in Additional file 1: Fig. S12.

The InSAR deformation time series results and the 
GNSS data for the nine leave-one-out validation GNSS 
sites are plotted in Fig.  11. The RMSE between all the 
GNSS sites and the InSAR deformation time series 
results are plotted in Additional file 1: Fig. S13. The pro-
cessed deformation rate field and rate variations for the 
four equally spaced profiles are plotted in Fig. 12.

Discussion
As shown in Fig.  4, Additional file  1: Figs. S1 and S2, 
after treating the step terms, outlier terms and modeling 
errors, the deformation time series of the GNSS sites are 
repaired according to the influences of external events, 
individual outliers and observation noise. As shown in 
Additional file 1: Fig. S3, the estimated deformation rates 
are highly consistent with those calculated by the MIDAS 
algorithm; most differences are less than 1 mm/year, and 
some minor numerical differences may be caused by the 
different time periods of the deformation data.

As shown in Figs. 5, 9, Additional file 1: Figs. S5, S10, 
the theoretical deformation values are small due to the 
short time intervals corresponding to the interfero-
grams (generally less than 10 mm); this is also illustrated 
by the results derived from the GNSS data. However, 

due to factors such as atmospheric errors, the interfero-
grams actually exhibit larger deformation values in some 
local areas (even larger than 50 mm), and our proposed 
method can effectively account for the spatial distribu-
tion of the errors (Additional file 1: Fig. S4 and Fig. S9). 
For correction results obtained with different numbers 
of clusters (Additional file 1: Figs. S5 and S10), the result 
produced with one cluster is equivalent to that of tradi-
tional surface fitting correction. Since the K-means cor-
rection method selects the optimal number of clusters 
based on the difference between the corrected inter-
ferogram and the GNSS data, it is able to obtain inter-
ferograms with the best results compared to those yield 
the traditional correction method, and it also exhibits 
improved feasibility.

The corrected interferograms are obtained by using a 
combination of the corrections from different clustering 
results (Additional file 1: Figs. S4 and S9). The long- and 
medium-wavelength errors are significantly weakened, 
which is reflected by the more continuous spatial distri-
bution of the deformation values; moreover, the differ-
ence between the deformation values of the GNSS sites 
and interferogram data is also significantly reduced. 
From Additional file 1: Figs. S4 and S9, it can be seen that 
the Gaussian filtering has some suppression of the larger 
value variation region and discontinuity errors (especially 
in the red ellipse in Additional file 1: Figs. S4g and S9g), 
with values around 15  mm. As shown in Figs.  5b and 
9b, the corrections obtained by the K-means clustering 

Fig. 12  LOS deformation rate of 144D (left) and rate variation on four cross-fault profile lines (right). For the left subfigure, the black dashed lines 
indicate the location of the fault profile line, the solid red lines indicate the locations of the major faults, and the circles represent the intersection 
of the fault and the profile line (corresponding to the black dashed line in the right subfigure). For the right subfigure, the blue lines represent 
the deformation rate value on the profile lines, the number marked on the abscissa axis represents the length ratio on the profile line
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method have some discontinuities at the boundaries, 
but since the atmospheric errors exhibit similar spa-
tial distributions, these two values can offset each other 
to some extent. The complementarity of the errors and 
corrections is reflected in the overall consistency of the 
deformation being significantly enhanced, and the appar-
ent numerical anomalies in localized areas (in the south-
west, northwest, and southeast corners) are effectively 
suppressed.

After correcting for long- and medium-wavelength 
errors in the interferograms, we remove the first-order 
deformation trend term from the interferograms. The 
deformation trend terms for 137A and 144D (Addi-
tional file 1: Figs. S6 and S11) indicate that deformations 
in these areas occur mainly in the central region due to 
agricultural irrigation activities (Carlson et  al. 2020), 
whereas the deformations in other regions are less pro-
nounced. A comparison between the distributions of the 
STD values and the average of the absolute values of the 
remaining signals (Additional file  1: Figs. S7 and S12) 
reveals that the overall distribution characteristics of the 
two indicators are similar, and considering the quantita-
tive characterization of the deformation signal intensity, 
we adopt the average of the absolute values as the quality 
threshold. A comparison of the average absolute values 
obtained for 137A and 144D (Additional file  1: Figs. S7 
and S12) reveals that the spatial distributions of the qual-
ity thresholds for 137A and 144D are similar, which are 
mainly concentrated in the middle (137A: approximately 
10 mm; 144D: approximately 7 mm), while the numbers 
of interferograms corresponding to larger and smaller 
quality thresholds on the two sides are smaller.

As shown in Figs.  6 and 10, the gradient of the qual-
ity thresholds defined in the first step is relatively sparse 
(with a value of 1), with initial values ranging from 10 
to 28 mm for 137A and from 7 to 19 mm for 144D. The 
quality threshold determination processes for 137A and 
144D exhibit the same variation pattern: at larger quality 
thresholds, the RMSE between the InSAR and GNSS data 
corresponding to different quality thresholds are almost 
unchanged, because no interferograms are rejected or 
because the number of rejected interferograms is small; 
as the quality threshold continues to decrease, some 
low-quality interferograms are rejected, and the RMSE 
between the InSAR and GNSS data decreases signifi-
cantly. This situation continues until the RMSE reaches 
the minimum point; when the quality threshold is below 
the optimal value, the RMSE starts to increase, because 
too many interferograms and even some high-qual-
ity interferograms are rejected, resulting in a gradual 
increase in the difference between the InSAR and GNSS 
data. As shown in the vignettes of Figs.  6 and 10, after 
determining the quality threshold corresponding to the 

minimum RMSE, we use one gradient above and below 
this threshold as the upper and lower boundaries, respec-
tively, and set the threshold gradient to 0.1 to obtain 
a new series of thresholds. Finally, we determine the 
optimal thresholds for 137A and 144D as 15.8 and 14.2, 
respectively.

Based on the optimal quality threshold determined in 
the previous step, we select the interferograms that sat-
isfy these threshold conditions for CSBAS processing. As 
shown in Figs. 7 and 11, after excluding the low-quality 
interferograms, the deformation time series trends cor-
responding to the InSAR pixels are consistent with those 
of the validated GNSS sites, and the evolution trend of 
the deformation details with time is also consistent with 
that of the GNSS data. The RMSE between the InSAR 
time series and GNSS data for 137A are concentrated 
within 15  mm (except for the VNDP site), while the 
RMSE for 144D are mostly concentrated within 10 mm. 
By calculating the RMSE between the InSAR deforma-
tion time series results and all GNSS site data (Additional 
file 1: Figs. S8 and S13), we find that most of the GNSS 
sites have RMSE below 15  mm, among which the aver-
age RMSE for all GNSS sites are 12.9 mm for 137A and 
10.6 mm for 144D.

The deformation rate fields in Figs. 8 and 12 show that 
the spatial distribution of the deformation rate obtained 
from 137A is similar to that obtained from 144D, and 
both the large-scale deformation trends and the local 
deformation details largely correspond. Overall, the 
deformation information is mainly concentrated in the 
central part of the study area, where the impact of agri-
cultural irrigation activities leads to greater deformation 
(Carlson et al. 2020), while the deformation rates in other 
regions are lower. No obvious boundary discontinuity 
appears in the deformation rate field because the cluster-
ing results of the interferograms are correlated with the 
atmospheric errors, which randomly vary in terms of 
their spatial distribution; thus, the boundary discontinui-
ties in the corrected interferograms also present random 
distributions. When a large number of corrected inter-
ferograms (137A: over 800; 144D: over 700) are selected 
for SBAS processing, these discontinuities are effectively 
suppressed and are ultimately not significantly mani-
fested in either the displacement time series (Figs. 7 and 
11) or the deformation rate field (Figs. 8 and 12).

A comparison of the deformation rate field results 
(shown in the left panels of Figs.  8 and 12) with those 
of Xu et  al. (2021) reveals that their spatial distribu-
tions accurately match, including spatially heterogene-
ous deformation signals with larger amplitudes in the 
northern region, as well as the details concerning the 
differences between the deformation of the two sides of 
the fault. This further validates the effectiveness of the 
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proposed method in generating high-precision InSAR 
deformation rate results. The numerical magnitude dif-
ference is mainly due to the different time ranges and 
GNSS reference frames used in this paper and by Xu 
et al. (2021).

Regarding the corresponding LOS deformation rate 
variations across the fault profiles (shown in the right 
panels of Figs. 8 and 12), the deformation rates of 137A 
and 144D have significant steps on both sides of the 
faults, especially at the 1st and 3rd intersection points of 
the San Andreas fault and the intersection point of the 
Garlock fault (approximately 5  mm), which is in agree-
ment with the findings of previous studies conducted by 
other scholars (Dolan et al. 2016; Scharer and Yule 2020; 
Sui et al. 2023). In addition, since the experiments in this 
paper use publicly released interferogram data from sci-
entific research institutions, the cumbersome process 
of InSAR data processing is avoided, the computational 
efficiency of acquiring high-precision InSAR deforma-
tion time series is improved, and the application diffi-
culty for the GNSS correction of interferogram errors is 
decreased.

Summary
To solve the current problems including the large amount 
of InSAR data processing required and the low correc-
tion accuracy achieved when using the GNSS to correct 
InSAR errors, this paper proposes an interferogram data 
processing method based on the K-means algorithm 
and GNSS data. The GNSS data published by MAGNET 
and the interferogram data published by LiCSAR for the 
CVSC are processed by this method, and the experimen-
tal results are discussed and verified with the research 
results of other scholars. The experimental results show 
that our proposed method has excellent data process-
ing capabilities and can effectively correct long- and 
medium-wavelength errors in interferograms, although 
the discontinuity error will be additionally introduced 
by the K-means clustering algorithm, but by avoiding the 
low-quality interferograms and carrying out the times 
series analysis processing, we can obtain high-precision 
InSAR deformation time series results; moreover, the 
obtained InSAR time series are highly consistent with 
the GNSS displacement data, so they can ultimately pro-
vide reliable and high-precision deformation information 
for geological hazard deformation monitoring and other 
projects.

The main advantages of our proposed method are as 
follows. (1) The K-means algorithm is utilized to consider 
the spatial distribution of interferogram errors, effectively 
correcting the influences of long- and medium-wave-
length errors. (2) Quality evaluation criteria for inter-
ferograms and a corresponding effective filtering method 

are proposed, instead of performing time series process-
ing on all corrected interferograms (Neely et al. 2019; Xu 
et al. 2021); this strategy suppresses the influence of low-
quality interferograms on InSAR deformation time series, 
and contributes to obtaining high-precision and refined 
deformation monitoring results under situations with 
high amounts of interferogram data. (3) Utilizing the 
SBAS processing results obtained for InSAR pixels near 
GNSS sites to measure the accuracy corresponding to 
different quality thresholds, the computational workload 
required during the process of determining the optimal 
quality thresholds is greatly reduced. (4) Making full use 
of publicly released interferogram data and avoiding the 
cumbersome InSAR data processing procedure, not only 
improves the efficiency of data processing, but also low-
ers the application difficulty of correcting interferogram 
errors by using GNSS data. (5) The proposed method 
has a high degree of automation, and it can effectively 
utilize the existing publicly released GNSS and interfero-
gram data to provide reliable data support for large-scale, 
small-gradient, high-precision deformation monitoring 
and geological hazard census scenarios.

Our current research mainly focuses on the applica-
tion in the InSAR deformation time series. In the future, 
we plan to establish specific identification and correction 
methods for the discontinuity errors introduced by the 
K-means clustering algorithm, so as to obtain better cor-
rection results for individual InSAR interferograms, and 
further improving the applicability and effectiveness of 
the correction method.
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Additional file1: Figure S1. Example of t-distribution test for processing 
GNSS data. The first subfigure represents the fitting of GNSS data using 
the initial deformation eigenfunction, the second subfigure represents the 
fitting of GNSS data using the t-distribution test for the updated deforma-
tion eigenfunction, and the third subfigure represents the difference 
between the two. Figure S2. Processing results of deformation time series 
data of four GNSS sites. The blue dots indicate the deformation time series 
before error repair, and the red dots indicate the deformation time series 
after error repair. Figure S3. Comparison of the deformation rate values 
calculated in this paper (blue line) for the GNSS sites with the results 
calculated by the MIDAS algorithm (red line). Figure S4. Interferogram 
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of 2020-05-10 to 2020-06-03 correction amount generation process (3 
clusters). The three subfigures (a–c) in the first row represent the plane 
fitting results corresponding to the three clustering results of the GNSS 
data, where the red triangles represent the locations of the cluster centers, 
the black stars represent the locations of the GNSS stations, and the colors 
correspond to the values of the deformation corrections of the plane 
fitting. The second row of subfigures from left to right represent (d–g): the 
spatial clustering results of the InSAR interferograms (red triangles rep-
resent the locations of the cluster centers, and different colors represent 
different clusters), the deformation correction values generated according 
to the correspondence between the GNSS and InSAR cluster centers, the 
deformation correction values after Gaussian filtering, and the differences 
due to Gaussian filtering (the red ellipses mark the regions with significant 
differences). Figure S5 Error correction results for four interferograms with 
different number of clusters (one to four clusters) for 137A. The subfigures 
in each row from left to right represent the original interferogram, the 
amount of interferogram correction, and the corrected interferogram, 
respectively. Warm colors (i.e., positive values) indicate surface displace-
ment toward the satellite, and cold colors (i.e., negative values) indicate 
motion away from the satellite. Circles represent locations of GNSS sites, 
and filled colors represent the deformation values. Figure S6. First order 
deformation trend term of 137A. Warm colors (i.e., positive values) indicate 
surface displacement toward the satellite, and cold colors (i.e., negative 
values) indicate motion away from the satellite. Figure S7. Numerical dis-
tribution of STD values and average absolute values, corresponding to the 
remaining signals after removing the first order deformation trend term 
from the corrected interferogram of 137A. Figure S8. Histogram of defor-
mation RMSE between GNSS sites and 137A InSAR time series. Figure S9. 
Interferogram of 2019-03-23 to 2019-04-28 correction amount genera-
tion process (2 clusters). The three subfigures (a and b) in the first row 
represent the plane fitting results corresponding to the three clustering 
results of the GNSS data, where the red triangles represent the locations of 
the cluster centers, the black stars represent the locations of the GNSS sta-
tions, and the colors correspond to the values of the deformation correc-
tions of the plane fitting. The second row of subfigures from left to right 
represent (c–f): the spatial clustering results of the InSAR interferograms 
(red triangles represent the locations of the cluster centers, and different 
colors represent different clusters), the deformation correction values gen-
erated according to the correspondence between the GNSS and InSAR 
cluster centers, the deformation correction values after Gaussian filtering, 
and the differences due to Gaussian filtering (the red ellipses mark the 
regions with significant differences). Figure S10. Error correction results 
for four interferograms with different number of clusters (one to four 
clusters) for 144D. The subfigures in each row from left to right represent 
the original interferogram, the amount of interferogram correction, and 
the corrected interferogram, respectively. Warm colors (i.e., positive values) 
indicate surface displacement toward the satellite, and cold colors (i.e., 
negative values) indicate motion away from the satellite. Circles represent 
locations of GNSS sites, and filled colors represent the deformation values. 
Figure S11. First order deformation trend term of 144D. Warm colors (i.e., 
positive values) indicate surface displacement toward the satellite, and 
cold colors (i.e., negative values) indicate motion away from the satellite. 
Figure S12. Numerical distribution of STD values and average absolute 
values, corresponding to the remaining signals after removing the first 
order deformation trend term from the corrected interferogram of 144D. 
Figure S13. Histogram of deformation RMSE between GNSS sites and 
144D InSAR time series. Table S1. Statistics of t-distribution test for each 
parameter. Table S2. Number, name and latitude/longitude coordinates 
of the GNSS modeling sites used in 137A. Table S3. Number, name and 
latitude/longitude coordinates of the GNSS modeling sites used in 144D. 
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