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Abstract
Detailed wave-like spatial patterns of atmospheric propagation delay signals associated with mountain lee waves were detected in Hokkaido and Tohoku by synthetic aperture radar (SAR) interferometry (InSAR) with the ScanSAR mode observation data of a Phased Array-type L-band Synthetic Aperture Radar 2 on board the Advanced Land Observing Satellite 2. Both cases occurred under stable atmosphere conditions. The InSAR-observed peak-to-trough line of sight changes in the mountain wave signals was 4 and 5 cm with the horizontal wavelengths of 9 and 15 km in Hokkaido and Tohoku, respectively. Locations of positive phase maxima in the mountain wave signals coincides with locations of cloud streets observed by visible satellite imagery, indicating that crests of mountain waves contain relatively much water vapor compared with wave troughs. Numerical weather simulations with the horizontal grid spacing of 1 km were performed to reproduce InSAR phase variations, and as a result those simulations could reasonably reproduce observed wave amplitudes and wavelengths in both cases. On the other hand, numerical simulations tended to overestimate wave attenuation rates: simulated mountain waves decreased as the wave propagated faster than those of observed signals. Because the simulated wave attenuation rate is sensitive to physics in the planetary boundary layer (PBL), we investigated the reproducibility of five PBL schemes implemented in the WRF model. As a result, all the PBL schemes showed little attenuation except for the Yonsei University scheme (YSU), while the wavelength in the YSU was most close to the observation. Our study demonstrated the uniqueness and usefulness of InSAR for meteorological application as the ability to map the detailed water vapor distribution regardless of cloud cover. In addition, the reasonable reproducibility of the water vapor delay signal due to lee waves by the numerical weather model encourages researchers who tackle the correction of the tropospheric propagation delay, increasing the accuracy in detecting surface deformations.[image: A40623_2017_690_Figa_HTML.gif]
Graphical abstract.
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Introduction
The trapped lee wave is one of the mountain wave modes, which propagates horizontally downstream of the crest of the mountain under stably stratified condition (Durran 1990). Trapped lee waves often involve cloud streets at vertically displaced regions when the air is nearly saturated, and hence, they are visualized by satellite imagery. However, lee waves under a dry condition are invisible and sometimes cause serious aviation accidents due to the abrupt change in vertical winds (Uhlenbrock et al. 2007). The horizontally propagating trapped lee wave is a resonant wave whose energy is contained within a lower tropospheric resonant wave duct (Hills et al. 2016). Theoretical studies revealed that the attenuation of trapped waves depends on several factors such as the surface roughness, the heat flux of the surface and the energy leakage through the upper stratosphere (Jiang et al. 2006; Durran et al. 2015). Muñoz-Esparza et al. (2016) performed non-hydrostatic numerical weather simulations with four different planetary boundary layer (PBL) schemes to investigate the reproducibility of PBLs for mountain wave flows. But observational validations of the horizontal wave attenuation were relatively less compared to theoretical studies because both ground-based wind observation and satellite imagery have the difficulty in capturing whole structure of lee waves. Therefore, observations of the spatial structure of the trapped lee wave are of importance for both aviation disaster mitigation and mechanism investigation.
Observations of mountain waves have been reported by numerous studies. Ralph et al. (1997) detected two cases of vertical wind fluctuations and parallel cloud streets associated with trapped lee waves downstream of the Colorado Rocky Mountains near Boulder by a radar wind profiler and satellite imagery. Lane et al. (2000) investigated a mountain wave mechanism by the use of a numerical modeling and intense observation campaign of the New Zealand Southern Alps Experiment. Satellite visible imagery has been widely used for understanding spatial extents of clouds associated with mountain waves (e.g., Worthington 2001; Feltz et al. 2009). Recently, spatial observations of vertically integrated precipitable water vapor (PWV) have been achieved by high-resolution multispectrum imagery such as the Moderate Resolution Imaging Spectroradiometer (MODIS) on board the National Aeronautics and Space Administration’s Terra/Aqua satellite and the Medium Resolution Imaging Spectrometer (MERIS) on board the European Space Agency (ESA)’s Envisat satellite (Li et al. 2012; Chang et al. 2014). These meteorological observations have attributed to the understanding of the mountain wave mechanism, but each observation technique has some of its intrinsic disadvantages, for example, PWV observations by MODIS and MERIS are limited in the cloud-free condition and a horizontal resolution is approximately 1 km at best, which is insignificant for resolving detailed structure of lee waves (less than an order of kilometer).
Synthetic aperture radar interferometry (InSAR) is a satellite geodetic technique to map surface deformation with an unprecedented spatial resolution of a few meters and a precision comparable to global navigation satellite system (GNSS) observations (Rosen et al. 2000). InSAR can be generated by subtracting two single look complex images (SLCs) acquired at nearly the same satellite position but at a different time, and its phase signal contains not only surface deformation, but also atmospheric contributions due to the ionosphere and water vapor in the troposphere as well as GNSS observations. Advantages of InSAR for the meteorological application are that (1) InSAR has an ability to observe the spatial water vapor distribution with an unprecedented spatial resolution when there are no other contributions in the image such as surface displacements and ionospheric phase disturbances (e.g., Mateus et al. 2017); (2) InSAR requires no observation instruments on the ground; and (3) InSAR microwave penetrates clouds and volcanic plumes that consist of relatively small particles compared to the microwave wavelength. The phase modification due to atmospheric phenomena has been regarded as a “noise” for higher-precision InSAR observation for geophysical research such as earthquake and volcanic activity. To cope with this, many researches have been conducted to separate the atmospheric effect from deformation signals by the use of time series methods such as the persistent scatterer interferometry (PSInSAR; Ferretti et al. 2000) and the Small BAseline Subset interferometry (SBAS; Berardino et al. 2002), external observation data such as GNSS propagation delay data and spatial PWV data derived from multispectrum satellite images (e.g., Onn and Zebker 2006; Li et al. 2009) and numerical modeling through the use of meteorological reanalysis data and numerical weather model outputs (e.g., Foster et al. 2006; Jolivet et al. 2011; Mateus et al. 2013b).
On the contrary, Hanssen et al. (1999) regarded the atmospheric delay signal as a meteorological signal and confirmed that its spatial distribution derived by an ESA’s European Remote Sensing Satellite tandem observation corresponded very much to that by a simultaneously derived weather radar images around the Netherlands. Following Hanssen’s work, Kinoshita et al. (2013) detected water vapor distribution during a heavy rain event in central Japan using a Phased Array-type L-band Synthetic Aperture Radar (PALSAR), an L-band synthetic aperture radar (SAR) sensor on board the Advanced Land Observing Satellite (ALOS) launched by the Japan Aerospace Exploration Agency (JAXA). They found that a convective system contained anomalously much amount of water vapor that reached up to 13 mm in PWV higher than that of the surrounding average. In addition, Pichelli et al. (2015) conducted a three-dimensional data assimilation (3DVAR) experiment by merging a InSAR-derived water vapor field into the revised Pennsylvania State University/National Center for Atmospheric Research mesoscale model (MM5) with a horizontal resolution of 1 km at Rome (Central Italy). Their simulation assimilating InSAR water vapor information resulted in statistically positive effects on the precipitation forecast. Mateus et al. (2016) also conducted a 3DVAR experiment using the Weather and Research Forecasting (WRF) model and the WRF model data assimilation system and showed a correction of PWV bias and an improvement of a weak to moderate precipitation prediction. Benevides et al. (2016) estimated a three-dimensional water vapor field by combining GNSS slant delay data and an InSAR-derived water vapor distribution with the tomographic method. Although there are some difficulties to extract water vapor information from the InSAR phase, the uniqueness and effectiveness of InSAR water vapor information for meteorology have been investigated by several studies (e.g., Hanssen et al. 2001; Kinoshita et al. 2013; Alshawaf et al. 2014).
This study demonstrates a uniqueness of the spatial water vapor observation by InSAR for mountain wave studies and performs mesoscale numerical weather simulations to reproduce observed mountain wave signals derived by InSAR observations. Mountain wave events we demonstrated occurred on September 6, 2014, in Hokkaido and on April 30, 2016, in Tohoku region (Fig. 1). We also investigated an impact of using different PBL schemes for mountain wave simulations. This paper is organized as follows. The next section describes the principle of the microwave propagation delay, InSAR data processing and a numerical weather simulation setting. Results, discussions and the conclusion are described following the data and methods section. In the results section, we at first examined synoptic conditions by analyzing radiosonde observation data and objective analysis data around Japan, clarifying whether atmospheric conditions were preferred to generate mountain waves or not. Then, we showed derived InSAR images that detected line-shaped signals associated with mountain waves. Finally, numerical simulation results were shown in the last part of the result section.[image: A40623_2017_690_Fig1_HTML.gif]
Fig. 1Regions of interest Thin black boxes in left and right figures indicate domains of WRF simulations and red boxes indicate SAR observation areas




                     

Data and methods
Propagation delay theory and modeling
The propagation delay on microwave is well-known effect in space geodetic tools like GNSS, very long baseline interferometry and InSAR. When a microwave transmitted from radar passes through the Earth’s atmosphere, its velocity and direction are modified due to the different refractive index from the vacuum. In terms of the propagation delay, the refractivity N is often used instead of the refractive index n because the variation of n has an order of less than 10−4. The refractivity in the neutral atmosphere is expressed as (Thayer 1974),[image: $$N = 10^{6} \left( {n - 1} \right) = k_{1} \frac{{P_{\text{d}} }}{T} + k_{2} \frac{{P_{\text{v}} }}{T} + k_{3} \frac{{P_{\text{v}} }}{{T^{2} }} + N_{l}$$]

 (1)

where [image: $$N$$] represents the refractivity, [image: $$P_{\text{d}}$$] and [image: $$P_{\text{v}}$$] represent partial pressure of dry air and water vapor (hPa), [image: $$T$$] represents absolute temperature (K), [image: $$N_{l}$$] represents a contribution of hydrometeors and [image: $$k_{1}$$], [image: $$k_{2}$$], [image: $$k_{3}$$] are experimentally determined constants of [image: $$k_{1} = 77.604 \pm 0.014 \left( {\text{K/hPa}} \right)$$], [image: $$k_{2} = 64.79 \pm 0.08 \left( {\text{K/hPa}} \right)$$], [image: $$k_{3} = \left( {3.776 \pm 0.004} \right) \times 10^{5} \left( {{\text{K}}^{ 2} / {\text{hPa}}} \right)$$] (Bevis et al. 1992). [image: $$N_{l}$$] can be significant only in a case of well-developed convective systems (Kinoshita et al. 2013). Therefore, we ignore the hydrometeor’s contribution afterward. In Eq. (1), temperature and pressure impacts to the InSAR propagation delay are negligible in most cases (Kinoshita and Furuya 2017). An amount of the propagation delay is obtained by integrating Eq. (1) along the microwave path,[image: $$L_{\text{e}} = \int\limits_{\text{atm}} {\left( {n\left( r \right) - 1} \right)d{\text{s}}} + \left( {\int\limits_{\text{atm}} {d{\text{s}}} - \int\limits_{\text{vac}} {d{\text{s}}} } \right),$$]

 (2)

where [image: $$r$$] indicates a position from the earth center. In Eq. (2), the first term in the right-hand side represents the electromagnetic delay due to the change in the phase velocity and the second term represents the ray bending effect (Hobiger et al. 2008).
In this study, we used a ray tracing method to calculate the propagation delay amount in the troposphere based on the three-dimensional distribution of meteorological variables by the method of Hobiger et al. (2008). The ray tracing method explicitly calculates effects of both bending and velocity change and thus enables us to calculate the propagation delay amount accurately. The ray tracing method requires three-dimensional atmospheric variables of pressure, temperature and water vapor. As the input of the ray tracing method, we use outputs of numerical weather simulations described in the following section.

InSAR analysis
The InSAR phase signal includes various contributions and can be expressed as,[image: $$\phi = \phi_{\text{orb}} + \phi_{\text{topo}} + \phi_{\text{def}} + \phi_{\text{iono}} + \phi_{\text{NA}} + \phi_{\text{noise}} .$$]

 (3)


                        
In Eq. (3), [image: $$\phi_{\text{orb}}$$] represents the orbital fringe, [image: $$\phi_{\text{topo}}$$] represents the topographic effect, [image: $$\phi_{\text{def}}$$] represents surface deformation occurred between two acquisitions, [image: $$\phi_{\text{iono}}$$] represents the phase advance effect of the ionospheric disturbance, [image: $$\phi_{\text{NA}}$$] represents the propagation delay effect in the neutral atmosphere and [image: $$\phi_{\text{noise}}$$] represents other noises such as decorrelation due to longer time interval or a change in surface scattering property. The ionospheric contribution is dispersive, which is significant for the L-band SAR (e.g., Gray et al. 2000). Empirically the spatial wavelength of the ionospheric effect in InSAR is several tens of kilometers (e.g., Meyer 2011). Therefore, we can remove its effect by long-wavelength fitting procedure described below. The neutral atmospheric effect in InSAR is a difference of two acquisition time [image: $$\phi_{\text{NA}} = \phi_{\text{NA}}^{\text{slave}} - \phi_{\text{NA}}^{\text{master}}$$], and [image: $$\phi_{\text{NA}}$$] primarily reflects water vapor heterogeneity in the troposphere because the effect of dry air is spatially homogeneous in a typical InSAR observation range (Zebker et al. 1997).
We used ALOS-2/PALSAR-2 SLCs acquired on the ScanSAR mode to generate interferograms. In contrast to the ordinary strip-map mode that has a swath of approximately 70 km, the ScanSAR mode improves observation swath approximately 5 times (350 km) by scarifying the spatial resolution in the along-track (azimuth) direction and the signal-to-noise ratio. Original spatial resolutions of ALOS-2/PALSAR-2 ScanSAR mode are 19 and 26 m in range (along line of sight direction) and azimuth direction, respectively. The Radar Interferometry Calculation Tools (RINC; Ozawa et al. 2016) version 0.37 was used for the interferometric processing. Topographic and orbital fringes were modeled and removed by the use of the 10-meter ellipsoidal height data by the Geospatial Information Authority of Japan and the precise orbit information. To enhance the coherence that is an indicator of interference quality, each interferogram was multilooked before the unwrapping to be a horizontal resolution of approximately 300 m. For the unwrapping procedure, the Statistical-Cost, Network-Flow Algorithm for Phase Unwrapping (SNAPHU) package (Chen and Zebker 2002) with the minimum spanning tree method was used. Because residual long-wavelength fringes were significant in derived interferograms, we removed them by fitting quadratic plane to each interferogram.

Numerical weather modeling
The WRF model is a non-hydrostatic numerical weather model (Skamarock et al. 2008). We used the WRF-ARW version 3.7.0 in the study. We set two domains that have horizontal resolutions of 3 km for the outer domain and 1 km for the inner domain, respectively. These domains are one-way nested, indicating that boundary conditions for the finer domain are updated by coarser domain outputs. Since trapped lee waves typically have wavelengths of around 15.8 ± 4.5 km (Ralph et al. 1997), the spatial resolution of the inner domain is enough to explicitly resolve mountain wave phenomena. The horizontal grid numbers for the finer domains are 262 × 244 at the case of Hokkaido and 245 × 360 at the case of Tohoku in north–south and east–west directions, respectively. The maximum height was set to 100 hPa (approximately 15,000 m a.s.l.) and the number of vertical layers is 50, which is stretched to be a finer resolution in the lower atmosphere. We do not use cloud parameterization schemes for all simulations. We use the Yonsei University scheme (YSU), which is the WRF default setting and appropriate for the mesoscale modeling, for the boundary layer scheme and the MM5 scheme for the surface layer physics scheme (Hong et al. 2006). The WRF single-moment three-class microphysics scheme that includes the prognostic water substance variables of water vapor, cloud water/ice, and rain/snow was used for the microphysics. As an initial and boundary condition, we used the MesoScale Model (MSM) objective analysis data provided by the Japan Meteorological Agency whose spatial resolution is 5 km at surface and 10 km above surface, high-resolution sea surface temperature (SST) data from the National Centers for Environmental Prediction (NCEP) and NCEP final reanalysis data for soil parameters. MSM data are an operational objective analysis that has a temporal resolution of 3 h covering the whole area of Japan. The 30-arcsecond GTOPO30 (approximately 1 km at the equator) was used for the topography. We set simulation domains covering whole areas where mountain waves excited (see Fig. 1). The simulation periods were from 18:00 UTC on September 5, 2014, to 06:00 UTC on September 6, 2014, for the case of Hokkaido and from 18:00 UTC on April 29, 2016, to 06:00 UTC on April 30, 2015, for the case of Tohoku, respectively. Simulated WRF outputs were then converted to propagation delay with the ray tracing method described in subsection 2a.


Results
Synoptic conditions
In the case of Hokkaido, a low-pressure system was located north of Hokkaido and hence westerly wind was dominated over a wide range of Hokkaido (Fig. 2a). Similarly, westerly wind dominated around Tohoku on April 30, 2016, because a developed low-pressure system whose center pressure exceeded more than 976 hPa was located northeast of Hokkaido (Fig. 2b).[image: A40623_2017_690_Fig2_HTML.gif]
Fig. 2MSM surface pressure and wind. Sea level pressure (contour, hPa) and surface wind (vector) created from MSM data on the SAR observation days. The times of 03:00 UTC are approximately 30 min later from SAR acquisition times. The symbol “H” indicates the center of a high-pressure system; “L” indicates the center of a low-pressure system; and “TD” indicates a tropical depression




                        
In addition, we calculated the Scorer parameter [image: $$l^{2} \left( z \right) = N^{2} \left( z \right)/U^{2} \left( z \right) - \left( {1/U\left( z \right)} \right)\left( {{\text{d}}U^{2} /{\text{d}}z^{2} } \right)$$] using radiosonde observation data, which is an indicator of the mountain-induced gravity wave behavior (Miglietta et al. 2013). Resonant lee waves will develop if [image: $$l^{2}$$] decrease rapidly with height (Scorer 1949; Doyle and Smith 2003). Operational radiosonde observations suggested that tropospheric conditions were stable in both cases. The existence of the Scorer parameter peak at the height of 8000 m and the continuous decrease in [image: $$l^{2}$$] from 2000 to 5000 m in the case of Tohoku (Fig. 3d) indicated that the synoptic condition was preferable for the wave trapping below this layer (relatively small wave energy linkage to the upper atmosphere). In the case of Hokkaido, the small peak and the subsequent decrease in [image: $$l^{2}$$] around 2500 m indicated that condition was preferable to the development of trapped lee waves in the lower troposphere (Fig. 3b).[image: A40623_2017_690_Fig3_HTML.gif]
Fig. 3Radiosonde observed data. Vertical profiles derived by the radiosonde (solid lines) and WRF simulation (dashed lines) at Kushiro station on 00:00 UTC of September 6, 2014, (a, b) and at Akita station on 00:00 UTC of April 30, 2016, (c, d). a, c 
                                       Green, blue and red lines indicate temperature, dew point temperature and potential temperature, respectively. b, d Profiles of the Scorer parameter




                        

InSAR observations
The interferograms detected oscillating phase variations extending to a zonal direction with a wavelength of around 10 km in both cases (Fig. 4). To validate whether observed signals were due to propagation delay in the troposphere or not, we generated other ScanSAR interferograms acquired at different times. It is noted that ALOS-2 ScanSAR interferometry with SLCs acquired before February 8, 2015, has “the burst overlapping” problem due to the incorrect parameter estimation of the satellite latitude, which causes the misalignment of the radio wave transmission timing (Natsuaki et al. 2016). The successful interferogram generation requires the burst overlapping ratio of at least 50% (Buckley and Gudipati 2011). In the case of Tohoku, we could use ScanSAR SLC data acquired after February 8, 2015, and thus, we validated that the phase variation in Fig. 4b was due to the propagation delay in the troposphere (not shown). On the other hand, in the case of Hokkaido, no other interferograms could be generated due to the burst overlapping problem even though there were several ScanSAR observations in the corresponding area. Therefore, we could not reject possibilities of the detected phase variation caused by surface deformation or ionospheric effect in a rigorous way. However, because operational GNSS observations suggested that no or little deformation have occurred around the Hokkaido area during the ScanSAR observation interval (not shown), and because the interval of acquisition date between the interferometric pair was 42 days, we assumed that there were no surface deformation signals in Fig. 4a. Besides, ionospheric effects in InSAR usually have spatial scale of more than a hundred of kilometers (Kinoshita et al. 2013) and around 20 km with a patchy shape in cases of sporadic-E events (Maeda et al. 2016). Therefore, we also assumed that the phase variation in Fig. 4a was not due to ionospheric effects. [image: A40623_2017_690_Fig4_HTML.gif]
Fig. 4InSAR images a at Hokkaido on 02:33 UTC of September 6, 2014, and b at Tohoku on 02:34 UTC of April 30, 2016. Red triangles represent locations of the mountain top. Warmer color indicates areas where much water vapor exists relative to the surrounding and cooler color is areas of less water vapor. Black-lined regions indicate areas in Fig. 7. A dashed black line in a indicates the profile in Figs. 6a, 8 and 10. Dashed black and gray lines in b indicate profiles of observed and simulated delays, respectively, in Fig. 9. The dashed black line in b also indicates the profile in Fig. 6b




                        
In the case of Hokkaido, westerly wind blew around the central Hokkaido on 00:00 UTC of September 6, 2014, by MSM data (Fig. 2a) and surface meteorological observations (not shown); phase variations were due to trapped mountain waves initiated on the downslope side of Hidaka Mountains, which propagated to the east direction. The peak-to-trough phase amplitude reached up to 4 cm in the radar line of sight direction. The corresponding zenith PWV can be approximately estimated by the relation [image: $${\text{PWV}}_{\text{SAR}} =\Pi \cdot {\text{Delay}}_{\text{SAR}} \cdot \cos \theta$$], where [image: $$\Pi$$] indicates a conversion factor used for GNSS PWV estimation and [image: $$\theta$$] indicates the incidence angle (Fornaro et al. 2015). Applying this equation, the peak-to-trough phase amplitude corresponds to 5.2 mm difference in PWV. The InSAR image also showed that the phase variations have 8 crests that have a wavelength of approximately 9 km, far reaching to the east-side boundary of observation. This wavelength was relatively small compared with those reported by previous studies (e.g., Ralph et al. 1997). The satellite visible image derived by the MTSAT-2 at the same time of the SAR acquisition detected only 3 or 4 crests of cloud streets (Fig. 5a), indicating that InSAR could capture an invisible part of the waves. In addition, InSAR also captures mountain wave signals in a cloudy area where multispectrum sensors such as MODIS cannot estimate PWV values.[image: A40623_2017_690_Fig5_HTML.gif]
Fig. 5Visible satellite images derived from a MTSAT-2 on 02:31 UTC of September 6, 2014, and b Himawari-8 on 02:30 UTC of April 30, 2016




                        
In the case of Tohoku, oscillating phase variations were detected in the southern part of the InSAR image on 02:34 UTC of April 30, 2016 (Fig. 4b). The phase variations were extending from ENE to WSW that is consistent with wind directions in the MSM data and surface meteorological observation at the same time, and the location of positive phase anomalies in the InSAR image coincided with the location of cloud streets in the satellite visible image by the Himawari-8 (Fig. 5b). Therefore, the phase variations in the case of Tohoku were also due to mountain waves excited by mountains around the Yakeishi and Kurikoma Mountains, a part of the Ou Mountains. The mountain wave signals had three or four crests that have a wavelength of 15 km and the maximum peak-to-trough amplitude of 5 cm.
The InSAR image in the case of Tohoku successfully captured a phase decrease due to strong downslope wind (negative anomaly adjacent to a mountain top) that occurred on lee side of the mountain top. In the downward wind, upper dry air moves toward lower layers, resulting in the decrease in refractivity due to poor water vapor. In the case of Hokkaido, the phase decrease due to the downslope wind was not seen in Fig. 4a. This is because a subsequent upward motion occurred in the middle of the downslope. On the contrary, clear positive anomaly 5 km to the east of the top of the Karikachi Mountain was observed by InSAR. This positive anomaly obviously had larger amplitude than amplitudes of subsequent trapped waves propagating eastward. This positive anomaly extended from Karikachi Mountain to Memuro Mountain, which locates 28 km to the south of Karikachi Mountain, suggesting that InSAR was likely to capture the first crest of the mountain wave.

WRF simulations and experiments with different PBL schemes
WRF simulations with a 1-km horizontal grid spacing successfully reproduced mountain-induced gravity waves in both cases. Wavelengths of mountain waves were 9 and 15 km in cases of Hokkaido and Tohoku, respectively. Both mountain waves propagated in the directions along wind flows between 3000 and 4000 m height (Fig. 6).[image: A40623_2017_690_Fig6_HTML.gif]
Fig. 6Vertical profiles of WRF perturbation refractivity. Vertical profiles of perturbation refractivity simulated by WRF along lines shown in Fig. 4. Contour lines represent the vertical wind velocity. a 02:30 UTC on September 6, 2014, and b 02:30 UTC on April 30, 2016




                        
In the case of Hokkaido, mountain waves were excited by several mountains located in the Hidaka Mountains, for example, the Karikachi Mountain and the Memuro Mountain, and propagated horizontally to the eastern direction (Fig. 7a). The WRF simulation well reproduced a vertical structure of a radiosonde observation at the Kushiro station (dashed lines in Fig. 3a). A vertical cross section of the vertical wind (Fig. 6a) showed that the mountain waves were trapped below approximately 3000 m and decayed as it propagated. Here, we defined the perturbation refractivity [image: $$N^{\prime } = N\left( {x,y,z} \right) - \bar{N}\left( z \right)$$] as an anomaly from the horizontally averaged refractivity. The cross section of the perturbation refractivity showed that a horizontal heterogeneity of the perturbation refractivity was significant at a height around 1500 m, indicating that vertical motion of mountain waves lifted lower wet air to the upper layer and vice versa. In the upper part of trapped mountain waves, there were little difference of water vapor amount between heights of peaks and troughs, resulting in smaller perturbation refractivity at that height than that in the lower part of trapped waves. In addition, phase of waves in the perturbation refractivity was delayed [image: $$\pi /2$$] radian from that in the vertical wind as mentioned by Feltz et al. (2009).[image: A40623_2017_690_Fig7_HTML.gif]
Fig. 7Simulated propagation delay maps by WRF. Simulated propagation delay maps with horizontal wind vectors at 4000 m a.s.l. a 02:30 UTC on September 6, 2014, and b 02:30 UTC on April 30, 2016




                        
In the case of Tohoku, mountain waves were excited by the Yakeishi Mountain and the Kurikoma Mountain, which propagated to the southeastern direction (Fig. 7b). The modeled wave direction was approximately 11.8° different from the observed direction shown in the InSAR and satellite visible images. This difference was probably due to the low reproducibility of the WRF initial wind field derived from MSM data. The modeled vertical structure was similar to that derived by the radiosonde observation at the Akita station as well as the case of Hokkaido, except for the absence of sharp peak of the Scorer parameter at the height of 8000 m in the model (Fig. 3d). The cross section of perturbation refractivity (Fig. 6b) showed that a layer that the spatial heterogeneity of perturbation refractivity was significant was located at 2500 m height.
Results of propagation delay calculation with the ray tracing method showed that in both cases WRF simulations successfully reproduced phase variations due to mountain trapped waves (Fig. 7). In the case of Hokkaido, the simulated propagation delay well captured amplitude and wavelength of the observed phase variation along a profile shown in Fig. 8. The maximum simulated peak-to-trough amplitude of the modeled delay reached up to 5 cm around 20 km distance in Fig. 8a, which was comparable to the delay amplitude observed by InSAR. The wavelength of observed and simulated delay was approximately 9 km, which was also equivalent to that of the observed wave. On the other hand, the simulated phase variation attenuated more rapidly than that by the observation and dissipated at 50 km in Fig. 8. In addition, the simulation reproduced an abrupt increase in the phase variation at the downside slope of the mountain, which was detected at the downslope of the Hidaka Mountains in the InSAR image. The modeled spatial delay distribution in the case of Hokkaido is shown in Fig. 7a. The modeled delay captured spatial extent of lee wave signals on the east side of the Hidaka Mountains, although the topography-correlated delay was also significant in the modeled delay. The shape of the modeled delay signal was similar to that of the observed delay signal.[image: A40623_2017_690_Fig8_HTML.gif]
Fig. 8Phase variation profiles in Hokkaido. (Top) profiles of observed phase variation (blue) and simulated propagation delay (red) along the line shown in Fig. 4a. (Bottom) a profile of topography from GSI 10 m DEM




                        
The simulated phase variation in the case of Tohoku also well captured both observed amplitude and wavelength (Figs. 7b, 9). The maximum peak-to-trough amplitude of modeled delay was approximately 5 cm around 55 km distance in Fig. 9a. As in the case of Hokkaido, the WRF simulation in the case of Tohoku also reproduced the maximum delay amplitude due to the lee wave observed by InSAR. The wavelength of the phase variation due to the mountain wave at the Kurikoma Mountain was 15 km. The simulated phase variation has three wave crests (from 40 to 90 km in Fig. 9), and no waves were reproduced east of the 90 km distance from the mountain top. This rapid attenuation of the modeled trapped wave was similar to that in the simulation result at Hokkaido. This attenuation may arise from the characteristics of the PBL parameterization used in the WRF simulations, which prescribes a mechanism of sub-grid-scale turbulence in the boundary layer. The spatial extent and shape of the modeled delay in the case of Tohoku were also successfully reproduced by the WRF simulation. On the other hand, the horizontal wave direction in terms of water vapor delay was moved 11.8° in a clockwise direction compared with the observed signal as mentioned before. This is due to the discrepancy of the horizontal wind direction in the lower layer between the modeled and actual atmosphere. Overall, the WRF simulations with the 1-km horizontal grid spacing could reproduce fundamental features of observed lee waves.[image: A40623_2017_690_Fig9_HTML.gif]
Fig. 9Phase variation profiles in Tohoku. (Top) profiles of observed phase variation (blue) and simulated propagation delay (red) along gray (InSAR) and black (WRF) lines shown in Fig. 4b. Both lines in Fig. 4b passed through the location of the top of the Kurikoma Mountain. (Bottom) a profile of topography from GSI 10 m DEM




                        
To investigate the reason of the rapid wave attenuation in the WRF simulations, we performed other WRF simulations with different PBL schemes in the case of Hokkaido. We compared 5 PBLs including the YSU scheme used before. All PBL schemes used here were incorporated in the WRF model and are shown in Table 1. Other settings of the WRF simulations were the same as the settings of the original simulation described in subsection 2c.Table 1List of PBL schemes


	PBL scheme
	Abbreviation
	Surface layer scheme
	Comments
	References

	Yonsei University
	YSU
	Revised MM5 (Monin–Obukhov-base)
	Default setting
	Hong et al. (2006)

	Mellor–Yamada–Janjic
	MYJ
	Monin–Obukhov for Eta model
	 	Janjic (1994)

	Mellor–Yamada–Nakanishi and Niino level 3
	MYNN3
	Revised MM5 (Monin–Obukhov-base)
	 	Nakanishi and Niino (2006)

	Asymmetric convective model 2
	ACM2
	(Monin–Obukhov-base)
	 	Pleim (2007)

	Quasi-Normal Scale Elimination
	QNSE
	Quasi-Normal Scale Elimination
	 	Sukoriansky et al. (2005)




                        
Results (Fig. 10) indicated that only the simulations with the YSU scheme (red dots in Fig. 10) showed a rapid attenuation of the trapped waves, while other simulations showed less attenuation. Wavelengths of the simulated waves slightly differed from each other. The simulation with the Mellow–Yamada–Janjic scheme (MYJ, blue dots in Fig. 10) failed to reproduce a rapid phase increase at the downslope of the mountain and showed complex fluctuation that was not similar to the observation (black dots in Fig. 10). The simulations with the Mellow–Yamada–Nakanishi and Niino level 3 (MYNN3) and asymmetric convective model 2 (ACM2) schemes (green and cyan dots in Fig. 10) reproduced a rapid phase increase at the downslope and far-reaching wave propagation. However, simulated wavelengths of trapped waves, which were approximately 11 km, were slightly larger than that in the observation. The simulation with the Quasi-Normal Scale Elimination (QNSE) scheme seems to show the best reproducibility of all simulations in terms of the amplitude and attenuation rate, although the wavelength in the YSU scheme was closer to the observation than that in the QNSE scheme. The QNSE simulation (purple dots in Fig. 10) reproduced a rapid phase increase at the downslope and less wave attenuation in the far side, and closer wavelength of approximately 10 km.[image: A40623_2017_690_Fig10_HTML.gif]
Fig. 10Phase profiles obtained by different WRF simulations. Profiles same as Fig. 8 with additional profiles derived from four WRF simulations with different PBL schemes. We added offsets in each profile for the purpose of improving the visibility




                        


Discussion
Our study demonstrated that a state-of-the-art numerical weather model could well reproduce trapped lee wave signals observed by InSAR. From the view of geodetic researches, this suggests the importance of non-hydrostatic high-spatial-resolution modeling for reducing the atmospheric contribution from InSAR observations. Mitigating effects of atmospheric gravity waves cannot be achieved by the use of global reanalysis data such as the European Centre for Medium-Range Weather Forecasts (ECMWF) ERA40 (Doin et al. 2009) and ERA-Interim (Jolivet et al. 2014; Bekaert et al. 2015). A combination of the non-hydrostatic numerical weather model and the data assimilation method with a variety of meteorological observations like radiosonde, satellite imagery and GNSS-derived PWV would be also helpful for improving the reproducibility of observed mesoscale meteorological phenomena (Kinoshita and Furuya. 2017). The numerical weather model approach for InSAR atmospheric delay correction has the huge potential, and thus, further investigations are needed.
The overestimation of the wave attenuation rate in the YSU scheme shown in the result section would arise from the difference of the PBL type. The YSU scheme is the “non-local” scheme that considers interactions of a layer to multiple levels in representing the effects of vertical mixing in the model, while other PBLs is the “local” scheme that only considers immediately adjacent vertical levels in the model or the “hybrid (local and non-local)” scheme. As a result, the YSU tends to overdeepen the boundary layer rather than that in other PBLs. This may cause overmixing of turbulent kinetic energy in the layer and result in the rapid attenuation of horizontal lee wave amplitude. To elucidate the limitation of PBL schemes for the mountain lee wave research, it would be better to perform large eddy simulations that explicitly represent three-dimensional turbulence kinetic energy.
InSAR observations revealed detailed spatial water vapor structures of mountain waves. The observation of spatial water vapor distribution itself has been accompanied by the multispectrum satellite observation such as the MODIS satellite as well. Their temporal resolution is basically a few days, which is superior to that of InSAR observations. But they are able to observe only cloud-free areas; thus, they cannot reveal a whole picture of mountain wave with cloud streets, especially around the top of mountains where clouds often appear associated with mountain waves. InSAR can overcome this deficit and can be used as a unique meteorological observation technique to elucidate small-scale spatial structures of mountain waves and other atmospheric phenomena.
The InSAR technique observes water vapor heterogeneity over land because the interferometry requires unchanged scattering characteristics at the surface target. This means that InSAR cannot observe over water body areas like lakes and oceans, which is one of the disadvantages of the InSAR observation. On the contrary, the sea surface wind-retrieval technique by the use of SAR SLC data can retrieve footprints of trapped lee waves that extend toward near the sea surface (e.g., Miglietta et al. 2013). This technique complements unobservable areas of InSAR. Using both InSAR and the SAR wind-retrieval techniques enables us to capture the wide range of trapped lee waves with no other observations. To our knowledge, there have been no studies that used these two techniques in combination to derive the spatial distribution of trapped lee waves.

Summary
We detected two cases that included water vapor distributions associated with trapped lee waves in Hokkaido and Tohoku by ALOS-2/PALSAR-2 ScanSAR interferometry. These lee waves occurred under stable atmospheric conditions with westerly and west-northwesterly winds in Hokkaido and Tohoku cases, respectively. Both cases showed that trapped lee waves were extended eastward from mountain tops and had peak-to-trough amplitudes of 4 and 5 cm, and wavelengths of 9 and 15 km in Hokkaido and Tohoku, respectively. WRF simulations with the horizontal resolution of 1 km were performed to reproduce InSAR phase variations due to trapped lee waves. Results of WRF simulations showed that observed lee wave signals were successfully reproduced in both cases: peak-to-trough amplitudes and wavelengths of simulated lee waves were approximately same as those of InSAR-observed waves although the wave direction in the case of Tohoku was 11.8° different from the observed direction. This would be due to the discrepancy of the initial wind field in the WRF simulation from the actual situation and hence may be improved by assimilating wind observation data. In addition, simulated lee waves showed that their amplitude decreased as the wave propagated faster than those derived from InSAR observations. To investigate this, other WRF simulations with four different PBL schemes were performed in the case of Hokkaido. The PBL sensitivity test indicated that the attenuation rate (wave energy dissipation) was sensitive to PBL physics, and the wavelength was also sensitive at a certain extent. Among five PBL schemes, the QNSE scheme reproduced the most similar characteristics of trapped lee waves to the observation in terms of amplitude and the attenuation rate. On the other hand, the YSU scheme showed the best reproducibility with regard to the wavelength.
A variety of advantages that L-band InSAR has are unique and thus would be useful for meteorological researchers, especially for the meso-gamma scale (a few kilometer order) or smaller. A previous research by Hanssen et al. (2001) mentioned that, in case of SAR interferometry with higher radar frequency such as X-band and C-band, strong absorption of microwave energy due to severe cloud cover is likely to occur, resulting in missing observation under such a situation. On the other hand, L-band SAR interferometry is little attenuated by cloud hydrometeors (Danklmayer et al. 2009). This cloud-free characteristic is one of the advantages of L-band InSAR among other vertically integrated water vapor observation techniques. One of the applications of InSAR water vapor observation to meteorological research is to assess the PBL scheme reproducibility by comparing the spatial distribution of water vapor or spatial power spectrum of turbulence derived by InSAR with the model results. InSAR may contribute to the improvement of PBL schemes by its unique ability to observe spatial heterogeneity of water vapor with the unprecedented spatial resolution. Although temporal resolution (satellite recurrence period) of satellite-based operational SAR system is one of the biggest disadvantages, for example 46 days in ALOS/PALSAR, 14 days in ALOS-2/PALSAR-2 and 12 days in ESA’s Sentinel-1A, recurrence periods have been increasing gradually as a new satellite have been launched, and the combination of multiple SAR satellites improves temporal resolution with a sampling period of a few days or better (Mateus et al. 2013a). If the temporal resolution problems are overcome, InSAR could be used for operational meteorological applications such as data assimilation for operational weather forecast simulations.
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