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Abstract
Earth’s crust responds to perturbations from various environmental factors. To evaluate this response, seismic velocity changes offer an indirect diagnostic, especially where velocity can be monitored on an ongoing basis from ambient seismic noise. Investigating the connection between the seismic velocity changes and external perturbations could be useful for characterizing dynamic activities in the crust. The seismic velocity is known to be sensitive to variations in meteorological signals such as temperature, snow, and precipitation as well as changes in sea level. Among these perturbations, the impact of variations in sea level on velocity changes inferred from seismic interferometry of ambient noise is not well known. This study investigates the influence of the ocean in a 3-year record of ambient noise seismic velocity monitoring in the Chugoku and Shikoku regions of southwest Japan. First, we applied a bandpass filter to determine the optimal period band for discriminating among different influences on seismic velocity. Then, we applied a regression analysis between the proximity of seismic station pairs to the coast and the ocean influence, as indicated by the correlation of sea level to seismic velocity changes between pairs of stations. Our study suggests that for periods between 0.0036 to 0.0155 cycle/day (64–274 days), the ocean’s influence on seismic velocity decreases with increasing distance of station pairs from the coast. The increasing sea level deforms the ocean floor, affecting the stress in the adjacent coast. The stress change induced by the ocean loading may extend at least dozens of kilometers from the coast. The correlation between sea level and inland seismic velocity changes is negative or positive. Although it is difficult to clearly interpret the correlation based on a simple model, they could depend on the in situ local stress, orientation of dominant crack, and hydraulic conductivity. Our study shows that seismic monitoring may be useful for evaluating the perturbation in the crust associated with an external load.
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Introduction
The understanding of how the Earth’s crust responds to various environmental perturbations is important for earthquake evaluations, geological storage facilities, and geothermal developments. Temporal variations in seismic velocity can be linked to the activities of volcanoes and earthquakes (e.g., Hutapea et al. 2020; Nimiya et al. 2017; Rivet et al. 2014; Takano et al. 2017). They are also sensitive to surface perturbations associated with climatic perturbations such as rainfall (Nakata and Snieder 2012; Sens-Schönfelder and Wegler 2006; Andajani et al. 2020), snow (Mordret et al. 2016), atmospheric pressure (Niu et al. 2008; Silver et al. 2007), and temperature (Hillers et al. 2015; Richter et al. 2014). The influence of environmental perturbations on seismic velocity changes can be presumed to differ for various locations. For example, since volcanic regions are sensitive to internal and external forcing (e.g., Albino et al. 2010; Matthews et al. 2009; Neuberg 2000), seismic velocity changes in volcanic regions should be analyzed in terms of surface perturbations as well as magmatic and tectonic activities (e.g., Donaldson et al. 2019). Precipitation dominates the temporal seismic velocity changes in locations where groundwater is rapidly recharged (e.g., Andajani et al. 2020; Sens-Schönfelder and Wegler 2006). In arid regions, temperature is likely to dominate the variations of seismic velocity (Hillers et al. 2015). The influence of atmospheric pressure is likely to apply to any location, and its effect is observable as deep as seismogenic depths (Niu et al. 2008).
A previous study has shown that precipitation, snow, and sea level influence the crustal deformation of the Japan Islands as detected by ambient noise correlation (Wang et al. 2017). It is less well known how changes in sea level, such as its current global sea level rise, affect seismic velocity changes. The crust of Japan is known to be affected by the loading from the ocean (Hatanaka et al. 2001; Sato et al. 2001); thus, we seek in this study to better characterize the effect of sea level variations on estimated seismic velocity changes by considering its spatial variation.
This work is a continuation of our research on the interpretation of seismic velocity changes from ambient noise in the Chugoku and Shikoku regions of southwest Japan (Andajani et al. 2020). The study region is surrounded by the Seto inland sea, Japan Sea, and the Pacific coast. This region lacks active volcanoes and is subject to heavy rain, where water can be directly discharged to the coast by rivers if there is no rainfall infiltration. Snow is uncommon and its influence can thus assumed to be negligible.
The influence of the ocean should be strongest in the coastal environment and should decrease with increasing distance to the ocean. In this study, we seek to estimate the spatial scale of this effect by searching for the period band where the relationship between sea level variability and seismic velocity changes can best be identified. We find that in the period band from 64 to 274 days (0.0036 – 0.0155 cycle/day), the influence of sea level on seismic velocity change tends to decrease with the increasing station’s distance from the coast. We interpret this result as inland stress changes induced by ocean loading.
Data preparation
We used seismic data for 99 Hi-net seismic stations in Chugoku and Shikoku (Fig. 1) from the National Research Institute for Earth Science and Disaster Resilience (NIED) (Obara et al. 2005). The Chugoku region is composed chiefly of volcanic and granitic rocks, whereas Shikoku Island consists mostly of the Sanbagawa metamorphic belt and multiple accretionary complexes (Fig. 1b). Using seismic velocity changes estimated from ambient noise for 306 station pairs, we compared the time series of seismic velocity change to meteorological data for the same region during the years 2015–2017. We used sea level and atmospheric pressure data recorded by the Japan Meteorological Agency (JMA) along the Chugoku and Shikoku coasts (Fig. 1d and e).[image: ]
Fig. 1a Location map of Japan showing the study area in the Chugoku and Shikoku regions, b bedrock map of the study region (modified from the Geological Survey of Japan AIST 2015), and location maps of c seismic stations, d atmospheric pressure gauges, and e ocean tidal observations


Our study utilized seismic velocity changes inferred from the coda of the cross-correlation of the recorded vertical component of ambient noise. We analyzed ambient noise data in the seismic frequency range from 0.1 – 0.9 Hz. The daily ambient noise data were divided into 30-min segments with 50% overlap. Assuming Rayleigh waves are dominant in the coda of the cross-correlation, the seismic velocity change reflects the variations of S-wave velocity within 1–8 km depth (e.g., Andajani et al. 2020; Nimiya et al. 2017). The time window of 100 s of the coda wave was selected. The starting time of the widow was determined as [image: $${t}_{start}=d/{v}_{min}$$] where [image: $$d$$] is the distance between station pairs (maximum is 40 km) and [image: $${v}_{min}$$] is the minimum apparent velocity between pair of stations ([image: $${v}_{min}$$]= 1 km/s). Around frequency range of 0.1–0.9 Hz, surface wave propagates ~ 2 km/s in Chugoku region (e.g., Suemoto et al, 2020). By choosing the slower velocity around 1 km/s than the direct surface waves, we selected the coda parts (e.g., Meier et al., 2010). Seismic velocity changes were estimated with stretching interpolation method (Hadziioannou et al. 2009; Hutapea et al. 2020; Minato et al. 2012; Nimiya et al. 2017) where one maximizes:[image: $$CC\left(\varepsilon \right)=\frac{\int {f}_{\varepsilon }^{cur}\left(t\right){f}^{ref}\left(t\right)dt}{{(\int {({f}_{\varepsilon }^{cur}(t))}^{2}dt\int {({f}^{ref}(t))}^{2}dt)}^{1/2}},$$]

 (1)



with[image: $${f}_{\varepsilon }^{cur}\left(t\right)={f}^{cur}\left(t\left(1+\varepsilon \right)\right) ,$$]

 (2)



where [image: $${f}^{ref}$$] represents the reference trace, [image: $${f}^{cur}$$] is the current trace, and [image: $$t$$] is time. The stretching interpolation method elongates the time axis and searches for traces similar to the reference trace based on the correlation coefficient [image: $$CC(\varepsilon )$$]. To stabilize the monitoring result over the 3-year term, we analyzed the seismic velocity change in each year individually by using the sliding reference method (SRM) (Hutapea et al. 2020). We defined the reference trace [image: $${f}^{ref}$$] as the 1-year stack of coda of cross-correlation data and used the 10-day stack of coda of cross-correlation as the current trace [image: $${f}^{cur}$$]. The stretching parameter [image: $$\varepsilon$$] is related to the relative time shift ([image: $$\Delta t/t$$]) and the velocity change ([image: $$\Delta v/v$$]) described in[image: $$\varepsilon = \, \Delta t/t = \, {-}\left( {\Delta v/v} \right).$$]

 (3)



The average stretching correlation coefficients for all estimated seismic station pairs are shown in Figure S1 of the additional file 1. The lowest stretching correlation coefficient is ~ 0.5. Most of the station pairs (210 of 306) have stretching correlation coefficients greater than 0.6, indicating that the estimated seismic velocity changes in the Chugoku and Shikoku regions are well-constrained (e.g., Ikeda and Takagi, 2019; Yukutake et al, 2016).
The observed sea level is a composite of geophysical cycles that include tidal variations (astronomical tides), non-tidal variations (meteorological contributions), and mean sea levels (Haigh 2017). We computed our time series of daily sea level by averaging 24 h of data (Additional file 1: Figure S2a). Averaging the hourly sea level over each day tends to suppress semidiurnal and diurnal variations, although longer period variations such as the fortnightly lunar or semiannual solar cycle may remain. Because the amplitudes of these long-period cycles of the astronomical tide are small, sea level variation is usually dominated by the non-tidal processes (Woodworth et al. 2019). Thus, we took the dominance of non-tidal processes in sea level variability as an assumption. As for the atmospheric pressure, we directly collected the data from JMA.
Methods
Our investigation of the influence of sea level changes on seismic velocity changes comprised three steps (Fig. 2). The first step was to distinguish the respective cycles of sea level and atmospheric pressure. Sea level and atmospheric pressure tend to have dominant cycles that are similar, as indicated by Pearson correlation coefficients as great as –0.68 (Additional file 1: Figure S2). The correlation between these two time series raises a difficulty in unraveling the contribution of sea level and atmospheric pressure on seismic velocity. Therefore, we searched for the optimum period bands in the dataset to distinguish the two cycles. Once the best period band was identified, in step 2 we estimated the influence of sea level on seismic velocity by calculating the Pearson correlation coefficient of the two time series after filtering by that period band. Correlation coefficients were calculated for each seismic station pair. Finally, in step 3, we evaluated the relationship between correlation coefficients and the distance of seismic stations to the coast. Considering that the ocean caused perturbations on the seabed and the nearby shore, we searched for the possibility of decreasing correlations obtained from step 2 with increasing distance from the ocean. Assuming a linear relationship, we used a statistical approach to evaluate the evidence of decreasing correlations with increasing distance from the coast.[image: ]
Fig. 2Flowchart summarizing the workflow of this study


Step 1: distinguishing cycles of sea level and atmospheric pressure
Atmospheric pressure loading can cause crustal displacement. Because atmospheric pressure exerts a load on both inland and coastal regions (e.g., Gladkikh et al. 2011; van Dam et al. 1994), it is necessary to distinguish the imprint of the sea level variations on seismic velocity changes from the influence of atmospheric pressure fluctuations. For both sea level and atmospheric pressure, we calculated the correlation coefficient between the data from the reference station (black circle in Fig. 3a) and those from other stations (square in Fig. 3a). Because high values of correlation coefficients indicate the time series from other stations are similar to the reference station (Fig. 3a), and the time series from all stations are similar (Additional file 1: Figure S2a,b), we averaged the sea level and atmospheric pressure from all stations independently (Additional file 1: Figure S2c,d). We then applied a bandpass filter and calculated the Pearson correlation coefficients between the two resulting time series. We searched for the period bands where the sea level cycle was most weakly correlated with atmospheric pressure. We limited the search to periods between 3 years and 10 days (~ 0.000912–0.1 cycle/day). The 10-day limit was chosen on the basis of the 10-day stacking data of current traces ([image: $${f}^{cur}$$]) used to estimate seismic velocity changes.[image: ]
Fig. 3a Maps of the study region showing the similarity of each station time series to that of the reference station for sea level (left panel) and atmospheric pressure (right panel). b Plot showing Pearson correlation coefficients between sea level and atmospheric pressure for various period bands (step 1). The black crosses indicate the range of period bands in which the value of the correlation coefficient between sea level and atmospheric pressure is less than 0.1. The period displays within 20–1096 period band


We further evaluated the significance of the correlation between sea level and atmospheric pressure with Student’s t-test, which has been used in geophysical studies (e.g., Hunt et al. 2014; Kalkomey 1997; Khandelwal 2013). The value of t is defined by[image: $$t{\text{-value}}=\frac{\left(R\sqrt{n-2}\right)}{\left(\sqrt{1-{R}^{2}}\right)},$$]

 (4)



where [image: $$n$$] is the number of samples, and [image: $$R$$] is the Pearson correlation coefficient. We used two hypotheses in this evaluation, the null hypothesis ([image: $${H}_{0}$$],[image: $$R=$$] 0) and the alternative hypothesis ([image: $${H}_{1}$$], [image: $$R\ne$$] 0). Two types of error might occur while testing the null hypothesis: type I error, in which we incorrectly reject the null hypothesis (false positive), and type II error, in which the null hypothesis is false but we fail to reject it (false negative). The probability of making a type I error is defined as significance level [image: $$\alpha$$].
When testing [image: $${H}_{1}$$], we compared the probability value ([image: $$p$$]-value) with the significance level [image: $$\alpha$$] to evaluate whether the correlation of two time series was due to chance or not. The [image: $$p$$]-value of our estimated [image: $$t$$]-value in Eq. 4 was obtained from the Student’s t-distribution table. Since we tested the evidence for [image: $$R$$] [image: $$\ne$$] 0, we used a double-tailed Student’s t-distribution. If our [image: $$p$$]-value is smaller than the significance level [image: $$\alpha$$], the null hypothesis can be rejected. The choice of [image: $$\alpha$$] is arbitrary. The greater the sample size, the more likely a significant relationship will be correctly identified if one exists (Thiese et al. 2016); however, a large sample size may also cause a nonsignificant relationship to appear statistically significant ([image: $$p$$]-value < [image: $$\alpha$$]). Hence, a low significance level, such as 0.005 or 0.001, is preferred for a large sample size (Kim and Choi 2019). In this case, we considered the sample size as 1096 days observation.
The correlation coefficients between sea level and atmospheric pressure are close to zero in several period ranges (Fig. 3b). For 3-year observation, the [image: $$p$$]-value for the correlation smaller than 0.1 is larger than [image: $$\alpha$$]=0.001. Any correlation smaller than 0.1 is considered statistically insignificant. Since we aimed to separate the cycles of sea level and atmospheric pressure, we sought a period band in which the correlation coefficient was less than a threshold value of 0.1 (black crosses in Fig. 3b). This period band occupied the range of 12.5–274 days (~ 0.0036–0.08 cycle/day). We used this period band for filtering the time series of seismic velocity changes and sea level changes in step 2.
Step 2: evaluating the sea level influence on seismic velocity changes
We applied a bandpass filter using the period band from step 1 to the time series of sea level and seismic velocity changes for each seismic station pair. We then calculated the absolute Pearson correlation coefficients between the filtered sea level and seismic velocity changes. Following step 1, we evaluated the significance of the correlation coefficient between seismic velocity changes and sea level changes through Student’s t-test. In this step, we included only statistically significant correlation coefficient ([image: $$p$$] -value < 0.001) between sea level and seismic velocity changes in the subsequent analysis.
We assumed the observed seismic velocity change between a pair of stations as the average velocity change at two stations (Hobiger et al. 2012; Ikeda and Tsuji 2018) because the kernel’s sensitivity peak would be equally high at both stations (e.g., Pacheco and Snieder 2005, 2006). We expect the seismometer located closer to the coast would be more strongly influenced by ocean perturbations. Therefore, for each seismic station pair, we defined the distance between the coast and the seismometer that was located closest to the coast (Fig. 4a), and then used those distances to group the station pairs with the same distance, resulting in 92 distance clusters (Fig. 4b). Once we grouped the station pairs, we averaged the absolute correlation coefficients within each distance cluster (Fig. 5). The resulting scatterplot indicated a trend of decreasing correlations with increasing coastal distance in the time series filtered within the range of 64–274 days (Fig. 5a). At wider filtering period bands (e.g., 46–274 to 41–274 days), the decreasing trend was weaker (Fig. 5b and 5c). This finding suggests that the influence of sea level is observable only in a limited period band.[image: ]
Fig. 4a Schematic diagram showing the definition of distance to the coast for seismic station pairs. b Histogram showing the number of seismic station pairs in each distance cluster

[image: ]
Fig. 5Scatterplots between the average absolute correlation between sea level and seismic velocity change and the distance from the coast for period bands of a 64–274, b 46–274, and c 41–274 days


Step 3: evaluating the significance of the decreasing trend
Under the assumption that the influence of ocean loading decreases away from the coast, we evaluated the optimum period band where the influence of sea level was strongest by testing the hypothesis of a linear relationship between the correlation coefficient and distance to the coast. We defined the dependent variable [image: $${Y}_{i}$$] as the averaged absolute correlations and the independent variable [image: $${X}_{i}$$] as the distance to the coast (of 92 distance bins). We then calculated the [image: $$t$$]-value for the scatterplots in step 2 between [image: $${X}_{i}$$]. With the total sample consisting of 92 distance clusters, we adopted a significance level [image: $$\alpha$$] of 0.001.
After the best frequency band was determined by the t-test, we further compared the correlation coefficient between [image: $${X}_{i}$$] and [image: $${Y}_{i}$$] from the whole sample with the correlation estimated through jackknife estimates [image: $$.$$] In the jackknife estimates, one element from the original sample is omitted prior calculating the correlation coefficient. As we have 92 elements ([image: $$n$$] =92) of the variables [image: $${X}_{i}$$] and[image: $${Y}_{i}$$], we omitted the first element and estimated the correlation coefficient between [image: $${X}_{i}$$] and [image: $${Y}_{i}$$] for [image: $$n-$$] 1 ([image: $${R}_{1}$$]). Then, the second element was omitted from the original 92 elements and the correlation coefficient ([image: $${R}_{2}$$]) was re-calculated. This procedure was repeated until we obtained 92 correlation coefficients ([image: $${R}_{1}$$]……[image: $${R}_{92}$$]).
Results
Figure 6 shows examples of scatterplots evaluated from the whole sample based on the period bands from step 1. Additional file 2: Table S1 shows the results for all possible period bands. The [image: $$R$$] values are mostly negative. The trend of the scatterplot becomes statistically significant ([image: $$p$$]-value < 0.001) and the absolute correlations are larger as we increase the bandwidth to be within 52–274 days. When the shortest period is smaller than 52 days (e.g., 50- 274 and 41–274 days), the correlation turns weaker with the [image: $$p$$]-value exceeds 0.001 (Fig. 6 and Additional file 2: Table S1).[image: ]
Fig. 6Correlation values and p-values for a range of period bands listed in Additional file 2: Table S1. The period displays within 78–274 period band, the p-values less than 0.001 is marked by the asterisk


The period bands with high absolute [image: $$R$$] and [image: $$p$$]-value < [image: $$\alpha$$] indicate stronger evidence of a decreasing trend. The R estimated from the whole sample is the highest within 64 – 274 days period (R = –0.42) and statistically significant with [image: $$p$$]-value = 0.000099. For this period band, the correlation for all 92 jackknife replications varies within -0.4 to -0.45, with all the [image: $$p$$]-value smaller than 0.001. This confirms that the correlation is robust. Based on these results, we selected 64–274 days as the optimum period band (Fig. 7a). To emphasize the regional features of the correlations, we constructed a correlation map (Fig. 8) by interpolated and extrapolated the value of the correlations in Fig. 7a.[image: ]
Fig. 7Scatterplots from step 2 plotting distance from the coast against the correlations between a seismic velocity changes and sea level data and b seismic velocity changes and atmospheric pressure after filtering within the 64- to 274-day period band

[image: ]
Fig. 8Correlation map constructed by interpolating and extrapolating the average correlations shown in Fig. 7a


The correlation values between sea level and seismic velocity changes are shown in Fig. 9 for all seismic station pairs; 126 station pairs had statistically negative correlations ([image: $$p$$]-value < 0.001) and 62 pairs had statistically significant positive correlations between seismic velocity change and sea level (Fig. 9b and 9c, respectively). Additional file 1: Figures S3 and S4 shows examples of filtered and unfiltered time series used for station pairs with negative correlations 0.4 – 0.5 and positive correlations within 0.3—0.45, respectively.[image: ]
Fig. 9Maps of the study region showing correlations between seismic velocity change and sea level for a all seismic station pairs, b station pairs with statistically significant negative correlations, and c station pairs with statistically significant positive correlations. Seismic velocity changes and sea level data are filtered within the 64- to 274-day period band


Discussion
Assessment of correlation
For individual station pairs, a high correlation that we estimated is ~ 0.4 (e.g., Fig. 9, Additional file 1: Figures S3 and S4). In some cases, correlations above 0.4 (R [image: $$\ge$$] 0.4) are interpreted as relatively moderate strength (e.g., Akoglu 2018; McBeck et al. 2020; Schober et al. 2018). This implies there is considerable influence of sea level on seismic velocity changes for some station pairs. However, the average correlation between sea level and seismic velocity changes filtered in 64 – 274 days were mostly 0.3. Although such value appears to be small, this correlation is significant. As checked by the Student’s t-test, a correlation > 0.1 is statistically significant at level of significance of 0.001. This indicates the correlation above 0.1 in our result was not due to chance, regardless of the weak correlation (≥ 0.1). The possibility of sea level changes influencing seismic velocity changes is further emphasized by the regional features of the average correlations, where the correlation between seismic velocity change and sea level change tends to be stronger near coastal regions (Fig. 8).
Comparison with non-oceanic perturbations
To validate if the selected period band could represent the sea level influence on seismic velocity changes, we compared our result with those for other environmental variables. Figure 7b shows a scatterplot of atmospheric pressure versus seismic velocity changes, using the same period band. This plot displays no appreciable trend nor statistically significance (R = 0.14 with [image: $$p$$]-value = 0.2), indicating that the trend in Fig. 7a is unlikely to reflect the perturbation from the atmospheric pressure.
We also considered whether rainfall could account for the negative trend like the one shown in Fig. 7a. Rainfall requires an infiltration process to influence seismic velocity change. For periods between 64 – 274 days, the precipitation cycle at most precipitation gauges tends to be similar to the sea level cycle, especially in northern Chugoku and central Shikoku (Additional file 1: Figure S5). This similarity makes it difficult to evaluate the possibility of an infiltration effect (Andajani et al. 2020). A comparison of total annual precipitation at each gauge and its proximity to the coast (Additional file 1: Figure S6) shows that some stations within 20 km of the coast have higher total annual precipitation than other stations and thus could be susceptible to rainfall perturbations. However, the absence of a clear trend between total precipitation and distance from the coast means that the decreasing trend in Fig. 7 is not associated with the amount of precipitation.
We also compared the magnitude of other perturbations that can influence seismic velocity changes near the coast. Changes in atmospheric pressure as large as ~ 103 Pa have been shown to cause temporal variations in seismic velocity at various depths (Silver et al. 2007; Niu et al. 2008). Assuming that the amplitudes of the Earth tide and ocean tide are similar, the amplitude of the 0.5-year period in the study region is ~ 1.7 cm (Japan Coast Guard 2021), corresponding to ~ 170 Pa. Our calculations for the 64- to 274-day period band show that changes in atmospheric pressure amount to ~ 800 Pa, while the change in the sea level is ~ 17 cm (the red line in the Additional file 1: Figure S2c and d) that equals ~ 1700 Pa. These comparisons show that the magnitude of the sea-level change is larger than the contribution from atmospheric pressure variations and earth tides. Therefore, the external forcing in the period band of 64 – 274 days is likely to be dominated by the perturbation from the ocean.
Interpretation of the mechanism
The selected period range from 64 – 274 days registers the influence of sea level at the coast, which may be due to several factors such as river runoff, seasonal changes in mean sea level, and tides (Fig. 2 in Woodworth et al. 2019). Variations in sea level are known to deform the lithosphere and cause surface displacements (e.g., Neumeyer et al. 2005; van Dam et al. 1997). Ocean loading bends the land, pushing the crust downward and subjecting the upper crust to dilation. Given that seismic velocity estimated from coda waves is sensitive to external loads (e.g., Grêt et al. 2006; Wang et al. 2008), seismic velocity changes could be ascribed to inland stress changes due to sea level variation.
Adding or removing masses of water can deform the Earth’s crust and cause surface displacements. For example, removing water equivalent to a layer 1 m thick in an area of 20 km radius can cause vertical and horizontal displacements for several millimeters at sites located at tens of kilometers from the source (Fig. 1 in Wahr et al. 2013). We observed negative correlations as strong as –0.4 between sea level and seismic velocity changes around 25 km from the coast (Appendix Fig. S3) and positive correlations as strong as ~ 0.3 within 15.6 km from the coast (Appendix Fig. S4). Non-tidal ocean loading is known to influence the GPS sites within 50 km of the ocean (e.g., van Dam et al. 1997). All of the seismic stations in our study region, being less than 50 km from the coast, were considered subject to effects of ocean loading.
Vertical and horizontal deformation due to ocean loading reflect changes in vertical stress and inland bending. Geodetic studies based on GPS signals show that vertical displacements from movements of a concentrated mass (e.g., mass discharge to the ocean) tend to be larger than horizontal displacements (van Dam et al. 1997; Wahr et al. 2013). Considering this, we assumed that vertical stress changes produce the dominant effect on the land by the mechanism depicted in Fig. 10a: as sea level rises, the seawater mass exerts a load on the seafloor and the adjacent land area (the blue arrows) such that the upper crust shifts downward and toward the ocean (the black arrows). The combined effect of these movements causes vertical compression in the subsurface.[image: ]
Fig. 10a Schematic diagram illustrating the inland surface displacement associated with ocean loading and inferred effects on seismic velocity. Increasing sea water mass exerts a load on the seafloor and the nearby coast (blue arrows), resulting in vertical and horizontal displacements of the land (black arrows). The dominant vertical displacement causes compression in the subsurface that can result in possible outcomes: b change of cracks (marked by the black arrow) and c change of pore pressure conditions (pore pressure increase is marked by the white arrow) that affect the response of seismic velocity to ocean loading


Possible factors that cause the variation in the seismic velocity change
Many factors can generate positive and negative correlations between seismic velocity change and sea level variability related to ocean loading (Fig. 9). Here, we consider several possible factors that may cause such variations, for example, the in situ stress state, the orientation of cracks, and hydraulic conductivity.
The first possibility is that seismic velocity change reflects the stress state (i.e., effective stress and pore pressure) induced by the sea level variability. Ocean loading is known to perturb stress both offshore and onshore. Considering that the present in situ stress is influenced by geological features such as faults and folds, the stress conditions are likely to vary in different areas. Thus, the oceanic perturbation can cause onshore stress to increase or decrease, which can cause either a positive or negative correlation between seismic velocity change and sea level.
Next, the variation in the seismic velocity can also be influenced by the presence and the orientation of cracks. Depending on the crack orientation, cracks can introduce seismic anisotropy. Cracks can be deformed (close or open) because of the stress induced by the ocean loading. Here, we assume that the coda signal used in estimating seismic velocity changes is dominated by the energy of surface (Rayleigh) waves (e.g., Obermann et al. 2015; Wu et al. 2016). The surface wave velocity is associated with shear wave velocity (Xia et al. 1999), which in turn is sensitive to the opening and closing of microcracks. The seismic velocity changes in our study region mostly reflect the temporal variation of S-wave velocities within the 1.5–2 km depth range (Andajani et al. 2020). It is possible to interpret seismic velocity changes in terms of the opening or closure of microcracks due to stress changes imposed by ocean loading. Suppose the vertical stress change is dominant on the land, the cracks will close if the dominant cracks are horizontal, whereas these cracks will open if they are closer to the vertical (Fig. 10b). Thus, these crack orientations may explain both positive and negative correlations between seismic velocity and sea level.
Finally, we consider the contribution of fluid hydraulic conductivity with the change of vertical stress. Depending on lithologic conditions, the correlation between seismic velocity change and sea level change may be positive or negative. For example, in relatively impermeable rocks, the increase of vertical compression can increase pore pressure to the point of generating cracks (white arrows in Fig. 10c). This reduces the seismic velocity, resulting in a negative correlation between seismic velocity change and sea level. The vertical stress change can also increase the rock’s effective stress if the pore pressure is negative or fluid flows out in highly permeable rocks. This causes the seismic velocity to increase. This results in a positive correlation between seismic velocity change and sea level change.
We concluded that temporal changes in seismic velocity could be dominated by external perturbations, including sea level variability. Our analysis suggests that the crust closer to the coast can be susceptible to the ocean loading. The absolute correlation between seismic velocity change and sea level change decreased with increasing seismic station distance from the coast. Ocean loading marked by sea level increase caused the land local stress to change. In situ stress condition, fracture orientation, and fluid role likely contribute to the seismic velocity change. Note that this study is still an exploratory work as our interpretation is based on a simple model that ignores many tidal and non-tidal factors and steric effects that affect sea level. To better evaluate the stress change at coastal areas related to the sea level increase, further analysis should be carried out by comparing the seismic velocity monitoring with a quantitative model of the ocean mass redistribution around the Chugoku Shikoku regions.
Conclusion
In this study, we analyzed temporal changes in seismic velocity from ambient noise to evaluate the imprint of temporal changes in crustal conditions related to environmental loading on observed changes in shear velocity. Our results support the hypothesis that seismic velocity changes in coastal regions are affected by variations in sea level. By taking into account the station’s proximity to the coast, we were able to emphasize the imprint of sea level in seismic velocity changes. A statistical analysis revealed that the absolute correlation between ocean perturbation and seismic velocity tends to decrease with increasing distance from the coast. We show that consideration of station’s distance from the coast helps to distinguish the influence of sea level on seismic velocity monitoring. Our primary conclusions are:	(1)
Variations in sea level may influence seismic velocity changes through the shallow crustal deformation induced by ocean loading. This is consistent with the decreasing strength of the absolute correlation between sea level and seismic velocity change with increasing distance from the coast.

 

	(2)
The imprint of sea-level variability on seismic velocity changes persists at least up to dozens of kilometers inland from the coast.

 

	(3)
The increase of sea level deforms the ocean bottom and causes the land to experience vertical compression in the subsurface. The resulting inland local stress changes influence seismic velocity changes.

 

	(4)
Depending on the inland crack’s orientation, the correlation between seismic velocity change and sea level can be either negative or positive. With the dominant vertical stress change, if the dominant cracks are perpendicular to the vertical stress, the cracks will open as sea level increases (negative correlation with sea level). On the other hand, if the dominant cracks are parallel to the vertical stress, the cracks will close (positive correlation with sea level).

 

	(5)
Lithology condition contributes to the correlation between seismic velocity change and sea level. A positive correlation may reflect cracks closure related to increased effective stress caused by negative pore pressure or fluid loss in highly permeable rock as the subsurface is vertically compressed. Meanwhile, a negative correlation implies cracks generation because of increased pore pressure in low-permeability rocks.
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