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Abstract
Optimal estimation of geopotential coefficients is an important aspect of gravitational field recovery using satellite gravity gradiometry. The combination of gradiometric data and the use of tensor spherical harmonics is useful in this field. Here, we present a new strategy for combining different spectral solutions of the gradiometric boundary value problem by defining and formulating degree-order variance components and using the condition adjustment model. Numerical results show that the spectral combination of considering one degree-order variance component for each type of observation yields better results than the case where one degree-order variance component is estimated for each integral solution of the gradiometric boundary value problem. In this study, the estimates of the variance components are not considered in the standard way; rather, these components are mainly used to absorb the discretization error of the integral solutions. This method is capable of combining integrals in geosciences disciplines.
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1. Introduction
The Earth’s gravitational or magnetic potential can be approximated by a truncated series of spherical harmonics. The spherical harmonic coefficients of this series are determined once and then frequently used in different geo-sciences disciplines. The type of the observations, namely, terrestrial and/or satellite measurements, plays an important role in determining these coefficients. In satellite gravity gradiometry (SGG), the second-order derivatives of the Earth gravitational potential is measured. Because of the high sensitivity of the SGG data to the Earth’s gravitational field, it is possible to obtain a high-degree pure satellite Earth gravitational model using these data—i.e., up to a degree and order of 300. There are (at least) two approaches for computing the geopotential coefficients using the SGG data in the space-wise approach (see, for example, Koop, 1993; Rummel et al., 1993; Sharifi, 2006): the least-squares solution or quadrature formulas. By taking advantage of the orthogonality of the spherical harmonic, it is possible to construct integral formulas to determine the geopoten-tial coefficients. However, the solution of such integrals will not be optimal for the harmonic coefficients. In order to use integral formulas for solving gradiometric boundary value problems (GBVP), Gelderen and Rummel (2001, 2002) presented three combinations for five independent components of the gravitational gradients’ tensor. Martinec (2003) solved the GBVP in the spectral domain to reveal explicit relations between geopotential coefficients and these three integral formulas. The integrands of these integrals are combinations of the gravitational gradients and tensor spherical harmonics (which are globally orthogonal). Each integral delivers a set of solutions for geopotential coefficients, and it is clear that they are not optimal solutions because of the lack of redundancy. Gelderen and Rummel (2001, 2002) used the least-squares solution for these three integrals, ultimately concluding that the weighted mean can be a good solution for the spectral combination. Other researchers have also worked on the combined solution, but all used the least-squares solution of the geopotential coefficients directly by the Gauss-Markov model and did not take advantage the solution of the GBVP (see, for example, Kusche, 2003; Grafarend, 2006; Xu et al., 2006, 2007).
Sjöberg (1980, 1981) and Wenzel (1981) investigated the spectral combination, but their methods are very general. Sjöberg (1984a) then developed this technique to a spectral form of the Stokes integral and presented his least-squares modification of Stokes’ formula. However, the main idea of his work comes from Bjerhammar (1983) who suggested using variance component estimation (VCE) to mix discrete boundary value problems; however, combining the spectral solutions of GBVP is totally different. Bjerhammar (1983) used this technique to mix solutions of the Fredholm integral equations of the first kind, but in the case of gradiometry, he used the spectral solutions of the GBVP. Here, an attempt is made to estimate an optimal value for each spectrum. Using this approach, we use the condition adjustment model (CAM) and integrate the benefits of the VCE process to obtain a better optimal spectral combination. This approach has not been considered until now. The strategy which is presented in this paper is not restricted just to the GBVP, and it can be used for other aspects of the spectral combination, such as the combination of other solutions of geodetic boundary value problems.
The spectral solution of the GBVP is presented in Section 2. Section 3 presents different simple methods of the optimal spectral combination, and the VCE is quickly reviewed and the degree-order variance component (DOVC) are defined and formulated according to the GBVP in Section 4. The formulas are also discussed in theoretical and practical terms in Section 4. The conclusions are presented in Section 5.

2. Spectral Solution of the GBVP
Three independent combinations of the gradiometric tensor were considered in the solution of the GBVP by Gelderen and Rummel (2001, 2002). This combination is made in such a way that we can take advantage of the orthogonality of the tensor spherical harmonics. Since three combinations are considered, there will be three solutions for the geopotential coefficients. These solutions are (the solutions are presented without proof; the interested reader is referred to, for example, Martinec, 2003): [image: A40623_2015_620050437_Equ1a.gif]
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 Equations (2a)–(2d) are related to the definition of the tensor spherical harmonics. Let us vectorize Eqs. (1a)–(1c) in the following way: [image: A40623_2015_620050437_Equ3a.gif]
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 where [image: A40623_2015_620050437_IEq3.gif], and [image: A40623_2015_620050437_IEq4.gif] are row vectors obtained by discretizing Eqs. (1a)–(1c) and t
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                (Q) observations, respectively. In fact, the integrals are converted to a simple inner product of the discretized integral vector (functional) and observation vectors. By using such a vectorized model, it is easy to use the error propagation law to estimate the error of each geopotential coefficient at degree n and order m .For example, uncorrelated observations are assumed, we obtain: [image: A40623_2015_620050437_Equ4a.gif]
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 where [image: A40623_2015_620050437_IEq5.gif] and [image: A40623_2015_620050437_IEq6.gif] are the standard error of the SGG data.
The errors are propagated according to Eqs. (3a)–(3c), which are discretized integral solutions. The higher the data resolution, the lower the discretization error and the higher the degree of the achievable solution (Rummel, 1997). Actually, the degree of resolution shows the maximum acceptable truncation for the spherical harmonic analysis, and it is not meaningful to estimate higher degrees of geopotential coefficients than this degree; see also Albertella et al. (1993) and Sneeuw (2000). This could therefore be one criterion for the maximum degree of the geopotential model being computed from the SGG data. Theoretically, the integral formulas are perfect and able to continue the SGG data down to sea level using spherical harmonics for all frequencies. However, in practice, this is not true as the integrals should be discretized and solved. Discretization of these integrals is in accordance with the resolution of the available SGG data, and continuous coverage for the SGG data is never achieved, restricting us to a certain resolution. The degree of resolution could be a criterion for cutting the higher frequencies according to the SGG data resolution.
The gradiometric tensor has five independent elements, which are measured at satellite level. By using combinations of these observable elements, we can obtain three different sets of geopotential coefficients. As mentioned above, solutions of the three GBVP do not yield the same results in practice. The main explanation for these differences may be a dependence on the different behaviour of the discretized integrals and noise contaminated with real data. In reality, we cannot come to the same results by these three solutions. We already know that neither of the solutions is optimal, which is why some research groups are trying to use the least-squares approach to compute a geopotential model: the latter is an optimal estimator, and overdetermination helps the solution to suppress noise in the observations. After a certain number of observations, we will have redundancy in the solution, and the least-squares method is beneficial.

3. Simple Approaches to Combine the GBVP Solutions
In this section we present a number of simple approaches to combining the spectral solutions in SGG. Specifically, these are the (1) simple mean and weighted mean and (2) a CAM to derive an optimal spectral combination.
3.1 Simple mean and weighted mean
Gelderen and Rummel (2001, 2002) investigated the least-squares solutions of the GBVP and finally came to the conclusion that the weighted mean is one way of combining these three solutions. Rummel et al. (1993) made similar statements on this subject (see also Sanso and Sona, 1995).
In order to test the spectral combination based on the simple and weighted means, let us consider [image: A40623_2015_620050437_IEq7.gif] = 0.01 E and the resolution 30′ × 30′ for the SGG data at the 250-km level. The EGM96 geopotential model (Lemoine et al., 1998) has been used to synthesize the SGG data at the satellite level and analyse the gravitational field using the descretized integrals of Eqs. (1a)–(1c). Also, EGM96 is supposed to be the true solution in this study. The degree of resolution for the grid of the SGG data with 30′ × 30′ resolution at the 250-km level is about 198, 199 and 230 for the horizontal-horizontal (HH), vertical-horizontal (VH) and vertical-vertical (VV) solutions, respectively. The error of the each geopotential coefficient is estimated using the error propagation law, Eqs. (4a)–(4c). The reciprocal squared errors are considered as the weight for each coefficient. Figure 1 shows the simple mean and weighted mean solutions to the spectral combinations.[image: A40623_2015_620050437_Fig1.jpg]
Fig. 1(a) Simple mean solution, (b) weighted mean, (c) error degree variance of simple and weighted means.




As it can be seen, the simple mean and the weighted mean yield more or less the same results in the presence of the discretization error; the spectral differences are visualized in Fig. 1(c). Even the error degree variances of these solutions are more or less the same. Consequently, in the presence of only the discretization error, we can say that both averaging processes deliver about the same results for the degrees between 200 and 250. The results of these solutions will differ if random noise is considered in the SGG data. In the following subsection, we report on another approach for the spectral combination of the GBVP in an attempt to obtain better results. To this end, we first review the adjustment of condition model.

3.2 The CAM
A quick review of the CAM follows: [image: A40623_2015_620050437_Equ5.gif]

 (5)

 where B is the coefficients matrix of observations, ε stands for the vector of observation noise, w is the misclousure vector, E{·} stands for the mathematical expectation, Q is the co-factor matrix or variance-covariance matrix of the observations, c′ is the constant vector of the CAM, L is the observation vector and, finally, [image: A40623_2015_620050437_IEq8.gif] is an a priori variance factor. In general, the least-squares estimate of the residuals will be [image: A40623_2015_620050437_Equ6.gif]

 (6)

 where [image: A40623_2015_620050437_IEq9.gif] is a left (normal) inverse of the matrix B; the minus sign superscripted over the parenthesis stands for the generalized inverse (Bjerhammar, 1973).
Considering Eqs. (3a)–(3c), we can write two CAMs, if the B and L matrices have the following form [image: A40623_2015_620050437_Equ7.gif]
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 where [image: A40623_2015_620050437_Equ8a.gif]
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 Also, if we assume no correlation between different types of observations, the co-factor matrix will have a block diagonal structure: [image: A40623_2015_620050437_Equ8c.gif]
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 Similarly, the mis-closure vector is a 2 × 1 vector with elements (where c′ = 0): [image: A40623_2015_620050437_Equ10.gif]

 (10)

 Following the substitution of Eqs. (9a)–(9c) and (10) into Eq. (6), then a further simplification, the adjusted error vector is obtained: [image: A40623_2015_620050437_Equ11.gif]

 (11)

 where |·| stands for determinant operation.
The main difference between the adjustment of the CAM and the Gauss-Markov model is the computation of the adjusted residual vector before estimation of the unknown parameters. After correction of the observations based on the obtained residuals, all three integral solutions must deliver the same results (i.e. the geopotential coefficients of degree n and order m). As it does not matter which integral is used to compute the coefficients, one can use the simplest integral, or in other words, the VV solution of the GBVP (Eq. (1a) is preferred) [image: A40623_2015_620050437_Equ12a.gif]
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 and using the well-known error propagation laws, we can estimate the error of the corrected observations (Eshagh, 2009): [image: A40623_2015_620050437_Equ12b.gif]
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 where, [image: A40623_2015_620050437_IEq10.gif] is the co-factor matrix of the corrected observations, Q
                    L
                   is the co-factor matrix of the observations and [image: A40623_2015_620050437_IEq11.gif] is for the estimated residuals (the corrections).
Figure 2 shows the condition adjustment solution of three GBVP.[image: A40623_2015_620050437_Fig2.jpg]
Fig. 2(a) Condition adjustment solution. (b) Difference between the condition adjustment solution and simple mean.




Figure 2(a) shows the condition adjustment solution of the three GBVP. A comparison of this figure with Fig. 1(a) and 1(b) reveals that the solutions are again very similar, as was expected, because in both cases, namely, the simple mean and the condition adjustment solution, the quadratic form of the residual vector is minimized. The difference between the condition solution and the simple mean is provided in Fig. 2(b). The differences are very small, both compared to the signal itself (see Fig. 2(a)) and in order of numerical integration error. The question is: why should we use the complicated solution ofthe CAM, while the simple mean practically provides the same results and is extremely simple? The answer is related to the fact that although both solutions yield more or less the same results, the CAM opens another way to combine these solutions. The idea is not just to use the CAM to combine the solutions of the GBVP in a simple way, but we are actually seeking a way to re-weight the observations to obtain a better spectral combination. The CAM provides this by considering the VCE technique. In Section 4, we review the concept of the VCE and explain how to use the VCE in spectral combination of the GBVP solutions.


4. VCE and Re-weighting Solution
Another method of combination is to use the VCE and re-weight the observations to obtain optimal value for the geopotential coefficients. The CAM is not sensitive to an a priori variance factor. The only important matter in the CAM is to have different accuracies. Each CAM has a misclosure vector which can be used to determine the variance components (VCs) according to a pre-described stochastic model for the observations error. In fact, in the VCE, an a posteriori variance factor is estimated for each set of observations. The observation weights are re-scaled in order to obtain a better match between the residuals and misclosures. In the following sections we summarize wellknown methods of the VCE, namely the best quadratic unbiased estimation (BQUE) and best quadratic unbiased non-negative estimation (BQUNE) (Sjöberg, 1984b) and the modified best quadratic unbiased non-negative estimator (MBQUNE) (Eshagh and Sjöberg, 2008). The discussion is opened with the Gauss-Helmert model, followed by the special case of the CAM. Degree-order VCs (DOVC) are defined as a VC that is estimated according to the degree and order of the solution.
4.1 The Gauss-Helmert model
The Gauss-Helmert model is a generalized model of the Gauss-Markov and the CAM, i.e. these models are special cases of the Gauss-Helmert model. This model has the following form: [image: A40623_2015_620050437_Equ13.gif]

 (13)

 where, A and B are the first and second design matrices of dimensions (k × m) and (k × n), respectively, with n ≥ k ≥ m, x is the vector of unknowns, ε is a residual vector, w is the vector of mis-closures, Q is the covariance matrix of observations and E{·} stands for the statistical expectation. We assume that the variance-covariance model is [image: A40623_2015_620050437_Equ14.gif]

 (14)

 where Q
                    i
                   are known positive semi-definite sub-matrices of Q, and [image: A40623_2015_620050437_IEq12.gif] are the unknown VCs. The above equation can be converted to the CAM as (Eshagh, 2009): [image: A40623_2015_620050437_Equ15.gif]

 (15)

 where, [image: A40623_2015_620050437_IEq13.gif]. Hence, A− stands for a specific generalized inverse of A, namely [image: A40623_2015_620050437_IEq14.gif], where [image: A40623_2015_620050437_Equ16.gif]

 (16)

 Alternatively, we obtain the CAM if A = 0 in Eq. (13). Similarly, the method of adjustment by elements (or Gauss-Markov model) is obtained if B = I and w = L.

4.2 The BQUE of a DOVC
Now, suppose that we want to estimate a linear combination [image: A40623_2015_620050437_IEq15.gif] of the VCs related with Eq. (13), where p
                    i
                   are arbitrary coefficients. A sufficient condition for unbiasedness of the estimator [image: A40623_2015_620050437_IEq16.gif] is that (Rao, 1971; Sjöberg, 1983; Rao and Kleffe, 1988) [image: A40623_2015_620050437_Equ17a.gif]

 (17a)

 where [image: A40623_2015_620050437_Equ17b.gif]
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 and, in the case of normally distributed observation errors, the BQUE, and, in the general case, the MInimum Norm Quadratic Unbiased Estimator (MINQUE) of p
                    T
                  σ is provided by [image: A40623_2015_620050437_IEq17.gif] and [image: A40623_2015_620050437_Equ18a.gif]
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Proposition 1The BQUE of the DOVC based on Eq.(7)with stochastic model 1[image: A40623_2015_620050437_UEqu1.gif]


 where [image: A40623_2015_620050437_UEqu2.gif]


 is: [image: A40623_2015_620050437_UEqu3.gif]



Proof. As previously mentioned, the VCs are determined unbiasedly by [image: A40623_2015_620050437_IEq18.gif], but in the CAM, the elements of the coefficients matrix S are: [image: A40623_2015_620050437_Equ19.gif]

 (19)

 where i, j = vv, VH and HH corresponding to 1, 2 are 3 as row and columns number, respectively, and the right-hand side vector elements are: [image: A40623_2015_620050437_Equ20.gif]

 (20)

 where [image: A40623_2015_620050437_IEq19.gif], i = VV, VH and HH are: [image: A40623_2015_620050437_Equ21a.gif]
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 which are derived according to Eq. (17b). Substituting Eqs. (21a)–(21c) into Eq. (19) results in [image: A40623_2015_620050437_Equ22.gif]

 (22)

 Also, by substituting Eqs. (21a)–(21c) into Eq. (20), we obtain [image: A40623_2015_620050437_Equ23.gif]

 (23)

 By inserting Eqs. (23) and (22) into [image: A40623_2015_620050437_IEq20.gif] and making some simplifications, the proposition is proven.
The DOVCs of the gravitational gradients can be estimated using Proposition 1 based on stochastic model 1. As the proposition shows, the numerator of this estimator is independent of the form of the stochastic model. The only parameter that depends on the stochastic model is k
                    j
                   (corresponding to each [image: A40623_2015_620050437_IEq21.gif] (DOVC)). In this combination approach for each geopotential coefficient with degree n and order m, three DOVCs are estimated; thus, the estimated DOVCs differ by degrees and orders.
According to Proposition 1, the denominator of the proposition is always positive. Here, the only possible way for the DOVC to come out negative is to have a negative numerator. The first term of the numerator is also always positive; thus, we can write the following condition to obtain negative DOVCs: [image: A40623_2015_620050437_Equ24.gif]

 (24)

 The left-hand side of this inequality is always positive, but the right-hand side will be positive if either ω1,ω2 < 0 or ω1;ω2 > 0. When the positive value ω1 ω2 is larger than the left-hand side of Eq. (24), negative DOVCs are obtained. Positive DOVCs are obtained when ω1 and ω2 have opposite signs.
Corollary 1The BQUE of the DOVC based on Eq.(7)and stochastic model 2[image: A40623_2015_620050437_UEqu4.gif]


 where [image: A40623_2015_620050437_UEqu5.gif]


 is the same as that of Proposition 1.
Proof. The corollary follows as the only parameter depending on the stochastic model in Proposition 1 is [image: A40623_2015_620050437_IEq22.gif], and the estimator presented in the proposition does not change by the stochastic model.

4.3 The non-negative estimator of a DOVC
Suppose that [image: A40623_2015_620050437_IEq23.gif], where M is a symmetric matrix, is an unbiased estimator of [image: A40623_2015_620050437_IEq24.gif]. The estimator is not necessarily positive, but if M is restricted to the class of matrices M = GG
                    T
                  , where G is an arbitrary matrix of compatible dimensions, the quadratic form of [image: A40623_2015_620050437_IEq25.gif] will be non-negative. A sufficient condition for the estimator to be unbiased in this case is (Sjöberg, 1984a) [image: A40623_2015_620050437_Equ25.gif]

 (25)

 As pointed out by LaMotte (1973), unbiased, non-negative estimators satisfying this relation exist only in special cases. Here, the discussion is restricted to the unbiased estimation of individual VCs. In a first step, w is transformed into [image: A40623_2015_620050437_Equ26.gif]

 (26)

 where we have chosen the projection F
                    i
                   as [image: A40623_2015_620050437_Equ27a.gif]

 (27a)

 with [image: A40623_2015_620050437_Equ27b.gif]

 (27b)

 Let us introduce [image: A40623_2015_620050437_IEq26.gif] (Sjöberg, 1984b) then [image: A40623_2015_620050437_Equ28.gif]

 (28)

 where [image: A40623_2015_620050437_IEq27.gif] is any generalized inverse of P
                    i
                  , which is a BQUNE of the VC (see Sjöberg, 1984b; Eshagh and Sjöberg, 2008 for two ways of proof).
The MBQUNE was introduced by Eshagh and Sjöberg (2008) for cases where F
                    i
                   = 0 and successfully implemented by Kiamehr and Eshagh (2008) to combine the geometric and gravimetric geoid models in Iran. It should be mentioned that F
                    i
                   = 0 also occurs when the solutions of the GBVP are combined. The MBQUNE is defined when [image: A40623_2015_620050437_IEq28.gif] and [image: A40623_2015_620050437_IEq29.gif], as [image: A40623_2015_620050437_Equ29.gif]

 (29)

 Based on normally distributed observations with zero expectation of errors, this holds also for γ
                    i
                  , yielding (Eshagh and Sjöberg, 2008): [image: A40623_2015_620050437_Equ30.gif]

 (30)


Proposition 2The MBQUNE of a DOVC in the CAM based on stochastic model 1 for the vertical-vertical (VV) solution is: [image: A40623_2015_620050437_UEqu6.gif]



Proof. Because of similar structures, the proof of this proposition will be presented with the proof of the next proposition.
Proposition 3The MBQUNE of a DOVC based on stochastic model 1 for the horizontal-horizontal (HH) and vertical-horizontal (VH) solution is: [image: A40623_2015_620050437_UEqu7.gif]


 where [image: A40623_2015_620050437_IEq30.gif][image: A40623_2015_620050437_UEqu8.gif]



Proof. The adjustment model used in this derivation is the CAM. Therefore, by putting A = 0 in Eq. (13), we obtain [image: A40623_2015_620050437_Equ31.gif]

 (31)

 where i = VV, HH and VH, respectively, and, according to stochastic model 1, we obtain [image: A40623_2015_620050437_Equ32a.gif]
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 Finally, by inserting Eqs. (32a)–(32c) into Eq. (31), we have [image: A40623_2015_620050437_Equ33a.gif]

 (33a)
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 (33b)
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 (33c)

 Propositions 2 and 3 follow by inserting Eqs. (33a)–(33c) into Eq. (28) and then considering Eq. (29).
Proposition 4The MBQUNE of a DOVC based on stochastic model 2 is[image: A40623_2015_620050437_UEqu9.gif]


 where [image: A40623_2015_620050437_UEqu10.gif]



Proof. The mathematical proof of the proposition is very similar to the proof provided for Proposition 3. The differences are just due to projector Fi, i = xx, yy, xy, xz and yz and stochastic model 2, where [image: A40623_2015_620050437_Equ34a.gif]
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 (34c)
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 and [image: A40623_2015_620050437_Equ35a.gif]

 (35a)
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 (35b)

 The proposition is proved by substituting Eqs. (35a)–(35b) and Eqs. (34a)–(34e) into Eq. (28) and then considering Eq. (29) and some further simplifications.

4.4 Numerical investigation on the combination using the DOVC estimation
As the combined solution using the DOvC estimation process has now been tested, this process can be considered in two different cases: (1) stochastic model 1 in which one DOVC is estimated for each integral solution, denoted combined solution 1; (2) stochastic model 2 in which one DOVC is estimated for each type of observation (six DOVCs), denoted combined solution 2. This discussion begins with combined solution 1. Figure 3 shows the true and simple mean solution with respect to this solution.[image: A40623_2015_620050437_Fig3.jpg]
Fig. 3True solution, simple mean and combined solution 1.




In this figure, it can be seen that the combined solution 1 is very close to the simple mean solution. In some degrees it is superior and in other degrees it is inferior with respect to the simple mean. In general, we cannot say that the combined solution 1 is better than the simple mean unless we consider their differences. Such differences are presented in Fig. 7.
The DOVC differs by each degree and order. This means that for some degrees and orders, the observables can have different weights in the combination. Another important matter is that the negative DOVC can only be seen for zonal terms. The non-negative VC estimators can be used to solve this problem. Here, the MBQUNE is used to estimate the DOVC, but there is a practical problem to using this estimator. First, there are the matrix products [image: A40623_2015_620050437_IEq31.gif] in Proposition 3. [image: A40623_2015_620050437_IEq32.gif] is a row vector and its dimensions depend directly on the resolution of the data used. In our case, a 30′ × 30′ resolution has been considered for the SGG data. Therefore, this vector will have 360 × 720 =259,200 column-wise elements. Consequently, [image: A40623_2015_620050437_IEq33.gif] will be 259,200 × 259,200. As Proposition 2 shows, [image: A40623_2015_620050437_IEq34.gif] should be inverted by a generalized inverse (Bjerhammar, 1973). This action represents a very complicated manipulation for ordinary computers, and the situation becomes even worse when estimating the DOVCs of the VH and HH solutions as the dimension of the matrices to be inverted is even larger. Consequently, we can say that the MBQUNE, which was theoretically investigated, is, at the present time, not practical. Hopefully, with the continued development of supercomputers and computer technology, this problem with be solvable. It will therefore be left for future studies.
In order to escape from the negative DOVCs, let us consider the simple mean for the combination. This investigation shows larger differences for lower orders than higher ones in the three integral solutions of the GBVP, and after order 10, the geopotential coefficients, which are being computed by the integral solutions, are very close or more or less the same. It should be considered that the magnitude of the low-order harmonic coefficients is larger than that of the higher order ones. Therefore, for high orders, which are approximately the same, it is not important whether either the simple mean or combined method by DOVC is used.
In order to present the performance of the DOVC estimation process, let us consider n = 200 and m = 2 coefficients for which the negative DOVC does not happen.
Figure 4 presents the speed of convergence of the DOVC ratios to 1. The ratio converges quickly to 1 in the VV solution, but the convergence is very slow for the HH and VH solutions. Here, the DOVC ratios have been presented up to 50 iterations. Based on the results of the present investigation, the DOVC ratios of these solutions do not converge to 1 even up to 500 iterations, but they do come closer to 1. In order to provide some idea ont the DOVC values, these are presented in Table 1. This table shows the DOVC of the VV, HH and VH solutions; it should be noted that the DOVC estimation process is performed for the cosine and sine coefficients separately. The first impression is of larger values for the DOVCs of [image: A40623_2015_620050437_IEq35.gif] than of [image: A40623_2015_620050437_IEq36.gif]. However, the relative weight is important in our re-weighing process. The DOVC estimation tries to balance between the accuracy of the a priori variance factor and misclosure vector. Since the mis-closures are very small, the DOVC also comes out small. Another objective is to obtain the smallest DOVC for the VH solution. However, it can be seen that the DOVC for the HH solution is smaller than that for the VV solution. If Proposition 1 is considered, we can see that the only parameter which is dependent on the stochastic model is k
                    j
                  , a parameter presented in Eqs. (21a)–(21c). The explanation of why a smaller DOVC is obtained for the HH solution is that kHH becomes larger than kVV as a result of including three quadratic forms (see Eq. (21b)). Let us consider the ratio of the DOVCs in these solutions to show that the relative weights in the solutions of both cosine and sine coefficients are approximately the same.[image: A40623_2015_620050437_Fig4.jpg]
Fig. 4DOVC ratios for (a) VV solution, (b) HH solution and (c) VH solution for n = 200 and m = 2.



Table 1DOVCs of the W, HH and VH solution for n = 200 and m = 2.
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According to Table 2 we should not bother with the differences in magnitude as their relative weights are the same. The difference is due to the magnitude of the mis-closure vector for the optimal spectral combination of cosine and sine coefficients.Table 2DOVC ratios for VV, HH and VH solutions based on stochastic model 1 for n = 200, m = 2, n = 230, m = 5, n = 245, m = 8.
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Now let us return to stochastic model 2, which was presented in Corollary 1. Again, in this case the MBQUNE is not a practical way to obtain the non-negative estimates for the DOVCs. Therefore, we confine ourselves just to the cases where the positive DOVC emerges. Each time a negative DOVC is derived, the simple mean is used for the combination. Negative DOVC was also seen for zonal terms and for some other terms. According to the investigation reported here, negative DOVCs frequently occur in the combined solution 2. However, they mostly belong to the orders higher than 14 and, as already mentioned, no significant differences among the VV, HH and VH solutions for the higher orders were observed in this study. The result of this method of the spectral combination is presented in Fig. 6.
Figure 5 clearly shows that the combined solution 2 is very close to the true solution so that one curve is seen in the figure. For better visualization of these solutions we consider the differences between these solutions and the true solution in Fig. 6. In Fig. 6, the dash line (- -) stands for the difference between the true and the simple mean solutions, the solid line (-) is the difference between the combined solution 1 and the true one and the thick solid line (-) is the difference between the combined solution 1 and the true one. Figure 5 shows that the even degrees are well estimated in the combined solution 2, but that the estimates for the odd degrees are the same as the simple mean. Therefore, the combined solution 1 is slightly superior to the simple mean. However, the combined solution 2 is superior to the other solutions and very much closer to the true solution. Since the vH solution was closer to the true solution than the VV and HH solutions, the difference between the true and the vH solutions in Fig. 6 was plotted in order to demonstrate that the combined solution 1 is a solution between the simple mean and the VH solution; however, as can be seen, the combined solution 2 is even superior to the VH solution. According to the numerical investigations, the DOVC converges very quickly in this combined solution. After about three iterations, all of the DOVC ratios converge to 1. This may be due to the stochastic model that we have used in which all observations were considered to be independent. The major problem of this combination method is that negative DOVCs are frequently obtained for the orders above 14 due to the fact that the three solutions provide approximately the same result after this order of magnitude. However, everywhere they differ, the combined solution is used; therefore, selection of the simple mean is quite reasonable for those orders for which the DOVCs come out negative.[image: A40623_2015_620050437_Fig5.jpg]
Fig. 5Signal degree variances of the true, simple mean and combined solutions 1 and 2.
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Fig. 6Error degree variances of the true and VH solution and simple solution and combined solutions 1 and 2.




Figure 7 shows that the DOVC ratios for n = 200 and m = 2ofT
                    zz
                  , T
                    xx
                  , T
                    yy
                   and T
                    xz
                   are very similar and that they converge to 1 in three iterations. This is not like the combined solution 1 in which the DOVC ratios have uniform convergence. In the combined solution 2, the DOVC ratios oscillate before convergence. The DOVC ratios of T
                    xy
                   and T
                    yz
                   in the combined solution 2 are very similar as they are decreasing for the cosine coefficients and increasing for sine coefficients.[image: A40623_2015_620050437_Fig7.jpg]
Fig. 7DOVC ratios for (a) Tzz, (b) Txx, (c) Tyy, (d) Txy, (e) T
                            xz
                           and (f) T
                            yz
                          .




Let us tabulate the DOVCs of these observations in the combined solution 2 in Table 3. Table 3 illustrates the DOVCs of T
                    zz
                  , T
                    xx
                  , T
                    yy
                  , T
                    xy
                  , T
                    xz
                   and T
                    yz
                  , respectively, for n = 200 and m = 2 as this table shows [image: A40623_2015_620050437_IEq44.gif] in both sine and cosine coefficients. The reason for this is that the coefficients matrices of T
                    xx
                   and T
                    yy
                   are exactly the same in magnitude, differing only in sign. Consequently, the errors which are propagated based on both coefficients will be the same, which is why the same DOVCs are obtained for these types of observations. According to the Laplace equation, the DOVC of T
                    zz
                   should be in order of the DOVCs of T
                    yy
                   and T
                    xy
                  , which is why was obtained [image: A40623_2015_620050437_IEq45.gif] in the order of [image: A40623_2015_620050437_IEq46.gif] and [image: A40623_2015_620050437_IEq47.gif]. The other DOVC of T
                    xz
                   is also in order of [image: A40623_2015_620050437_IEq48.gif] and [image: A40623_2015_620050437_IEq49.gif] it is also closer to [image: A40623_2015_620050437_IEq50.gif], and it seems that there is more or less the same power of the gravitational signal in T
                    zz
                   and T
                    xz
                  . Larger DOVCs are related to T
                    xy
                   and T
                    yz
                  , as presented in Table 3. As already explained, the important matter in re-weighting least-squares process is not the magnitude of the DOVC but the weights of the observations relative to each other (see Table 4).Table 3DOvCs of T
                            zz
                          , T
                            xx
                          , T
                            yy
                          , T
                            xy
                          , T
                            xz
                           and T
                            yz
                           for n = 200 and m = 2.
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Table 4DOVCs ratios of T
                            zz
                          , T
                            xx
                          , T
                            yy
                          , T
                            xy
                          , T
                            xz
                           and T
                            yz
                           based on stochastic model 1 for n = 200, m = 2, n = 230, m = 5, n = 245, m = 8.
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Details of the re-weighting process are shown in this example using the DOVC estimation procedure. However, according to the numerical investigations reported here, the general pattern of these DOVCs more or less follows the same procedure in other degrees and orders. Table 4 suggests that T
                    xy
                   and T
                    yz
                   contribute relatively more in the combination of higher degrees and orders. Also, T
                    xy
                   seems to contain more power than T
                    yz
                  , even in higher degrees and orders in the combination based on stochastic model 2.
The numerical studies show the capability of the DOVCs to improve the observation weights. Here, we assumed that the observations are contaminated with white noise and that they are independent. The white noise can be an approximation for the coloured noise if the observations are not highly correlated; otherwise, the presented method is not suited for such applications. Here, we have considered GBVPs, but if we want to combine solutions of different geodetic boundary value problems, the presented method will be relevant. The other assumption is to have a global coverage of data, which is a necessary condition for solving the GBVP and determining the gravity field using integral formulas; this is not a restriction for the combination method using DOVC presented here.


5. Conclusions and Recommendations
In the study reported here, the VCE concept was not used in the standard way. The main goal of this new approach is not to estimate the VCs for the observable factors, but to find the observation weights for these and to absorb the discretization error of the integral solutions. According to our numerical studies, in the case where one DOVC is considered for each type of observation, the spectral combination is easier to use and the DOVC ratios converge to 1 faster than in the cases where DOVCs were estimated for each solution. The examples presented here show that the relative weight of the observations will be more or less the same for both sine and cosine geopotential coefficients and the magnitude of the DOVCs do not play important role as they can differ by degree and order. The negative VC occurred for the zonal terms and the degrees above 6 and 14 in combined solutions 1 and 2, respectively, but since the aim of this study is to combine the spectral solutions of GBVP, the simple mean was used for the combination. The MBQUNE of the vCs is not practical for the time being as it require manipulations with matrices with very large dimensions.
It is suggested that the equation of the CAMs be combined in the simplest possible way. The formulas presented in this study are well-suited for the GBVP, but for combining other solutions of the boundary value problem, it will be necessary to reconstruct the mathematical models and simplify them in order to obtain some simple formulas for the DOVC estimation; otherwise, it will be necessary to work with the matrices with large dimensions. The method presented here suffers from the resolution of the SGG data as the size of the functional vector increases. Also for each degree and order, the VCE process is iterated and postponed the solution.
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