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Abstract
We describe the British Geological Survey’s 11th generation International Geomagnetic Reference Field candidate models. These models are based on a ‘parent model’ consisting of a degree and order 60 spherical harmonic expansion of selected vector and scalar magnetic field data from satellite and observatory sources within the period 1999.0 to 2010.0. The parent model’s internal field time dependence for degrees 1 to 13 is represented by linear spline with knots 400 days apart. The parent model’s degree 1 external field time dependence is described by periodic functions for the annual and semi-annual signals, and by dependence on the 20-minute Vector Magnetic Disturbance index. Signals induced by these external fields are also parameterised. Satellite data are weighted according to two noise estimators. Firstly by standard deviation along segments of the satellite track and secondly a larger-scale noise estimator defined in terms of a vector activity measure at the geographically closest magnetic observatories to the sample point.
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1. Introduction
The International Geomagnetic Reference Field (IGRF) is a widely used model of the Earth’s main magnetic field and is produced every 5 years by a collaboration of modelling teams at the invitation of the International Association of Geomagnetism and Aeronomy (IAGA) Division V committee. The current IGRF (version 10, Macmillan and Maus, 2006) is now due for revision. IGRF-11, the 11th generation model, will include three new sets of coefficients: two main field (MF) models to degree and order 13 at epochs 2005.0 and 2010.0 and an average secular variation (SV) model valid from 2010.0 to 2015.0 to degree and order 8. The production of our BGS candidate models was carried out in three steps: selection of data from Ørsted, CHAMP, and ground observatories; fitting and evaluating the parent model; and finally extraction of the IGRF-11 candidate MF and SV coefficients. Since the production of the BGS IGRF-10 candidate models (Lesur et al., 2005), the most significant changes to our parent model have been to include more detailed parametrisation of external sources and the use of vector data at all latitudes with appropriate noise estimation.
From the time Ørsted was launched in 1999 and CHAMP the following year, a large number of vector and scalar measurements with good geographic coverage have been made. Over the same period, at ground level, a global network of observatories has been collecting vector measurements at fixed geographic locations. Together these data provide a large data set for MF modelling. However, in addition to the core and large scale lithospheric sources that are the focus of the IGRF-11 modelling effort, this large compilation of satellite and observatory data contain fields produced from other sources. In particular, the day-side ionospheric current system, ring-current, partial ring current, and induced currents in the Earth can be difficult to co-estimate and separate from the desired signals. To avoid contamination, measurements significantly affected by these sources must be removed from the data set through careful selection. We use a combination of local-time, magnetic indices, and measurements of the interplanetary magnetic field (IMF) and solar wind speed in the near-Earth environment to reject data likely to be contaminated by unwanted sources. Unfortunately, the local-time (night-side) data selection tends to result in gaps in the satellite time-series. It is conceivable that this uneven temporal distribution could result in spurious signals appearing in the time parametrisation of the parent model. We seek to address this problem by including observatory data, which helps provide a more continuous time-series.
However, even with rigorous data selection, contamination from unwanted sources remains a problem, particularly at high latitudes. For this reason, it has often been deemed preferable to use only scalar data at high latitudes rather than use vector components that are more sensitive to high latitude current systems. We still use only observatory pseudo-scalar data (vector data projected onto an a priori main field model) at higher latitudes, which also has the effect of making the co-estimation of the observatory biases easier by maintaining the linear relationship between data and model coefficients. However, we take a different approach with satellite data and use vector components in addition to scalar data at all latitudes wherever they are available. At the same time, we quantify the increase in noise in the data when we fit our parent model. This is achieved by using a combination of two noise estimators: along-track standard deviations calculated for each component at intervals from short segments of the satellite data, and a larger scale estimator of the vector disturbance using observatories nearest to the data sample. This allows us to produce a robust parent model without the need for a particularly complex model parametrisation, regularisation, or prior data correction to remove estimates of unmodelled source fields.
The parent model’s internal field time-dependence for degrees 1 to 13 is by linear spline with knots 400 days apart starting from mid-1999. The parent model’s degree 1 external field time-dependence is also modelled by the same linear spline arrangement but includes periodic functions for the annual and semi-annual signals, and a dependence on the 20-minute Vector Magnetic Disturbance index (VMD, Thomson and Lesur, 2007). Signals induced by these external fields are also parametrised. Observatory biases are co-estimated when fitting the parent model.
In Section 2 we describe the data used, their selection criteria, and briefly outline the data weighting scheme. In Section 3 we describe the parent model and the process used to fit its parameters, while in Section 4 we evaluate the model coefficients. In Section 5 we extrapolate forwards in time and extract the IGRF-11 MF and SV candidate models. We provide concluding remarks in Section 6.

2. Data Selection and Weighting
We use CHAMP (calibration level version 51) scalar and vector data between 2000.6 and 2009.6. Ørsted scalar and vector data are used between 1999.2 and 2009.4. For Ørsted after 2005.9 only scalar data are available. To reduce the quantity of data to manageable levels, the satellite data were sub-sampled at every 60th datum giving a sample frequency of approximately once every 68 seconds.
The following selection criteria were then applied to the satellite data:1)Magnetic indices: Kp and Kp for previous 3 hours both ≤ 2−; | dVMD/dt |≤ 5nT/hour; IE ≤ 30 nT; PC ≤ 0.2 mV/m;

 

2)Solar wind data: 0 ≤ IMFBz ≤ +6nT; −3 ≤ IMFB
                          y
                         ≤ +3nT; −10 ≤ IMFB
                          x
                         < +10nT; solar wind speed ≤ 450 km/s;

 

3)Other: 22:30 ≤ local time (hour: min) ≤ 05:00, |Bobs − Ba |≤ 100nT; |FOver − Fflux |≤ 2nT

 


where VMD is the vector magnetic disturbance index (see Section 3). Bobs is the observed magnetic field value and Ba is the corresponding value from an a priori main field model developed at BGS. FOver is the total magnetic field value from the Overhauser magnetometer and Fflux is the corresponding value from the fluxgate magnetometer.
Figure 1(a) and (b) show the temporal distribution of the final selected CHAMP and Ørsted data sets, respectively. From these graphs, it is clear that there are gaps in the time-series, which are due mostly to the rejection of daytime data.[image: A40623_2015_620100737_Fig1.jpg]
Fig. 1.Temporal distribution of selected data used to fit the parent model from CHAMP (a), Ørsted (b), observatories (c), and the combined data set (d). In these plots, each triplet of vector components is counted as a single measurement.




Observatory data were taken from 152 observatories between 1999.0 and 2009.5 held at the World Data Centre for Geomagnetism. Known jumps were corrected for and some poor quality data were eliminated manually. The observatory hourly means were then selected according to the following criteria:1)Magnetic indices: Kp ≤ 2+, | dDst/dt |≤ 5nT/hour

 

2)Solar wind data: IMFBz ≥ 0 nT

 

3)Other: night-time (01:00 to 02:00 LT + solar zenith angle test at 110 km altitude above observatory)

 



For high geomagnetic latitudes (>50 and < −50 degrees) observatory data were projected onto an a priori model vector and the resulting pseudo-scalar data were used in the inversion. For other latitudes, vector data were used.
Figure 1(c) shows the time-distribution of the final selected observatory data set. It can be seen that the observatory data provide a more continuous time-series than the satellite data, which is desirable for the robust time parametrisation of the model.
The final data set consists of 186,468 Ørsted data, 654,720 CHAMP data, and 357,175 observatory data giving a total of 1,198,363 individual data points (counting each vector component as one data point). The temporal distribution of the combined data set is shown in Fig. 1(d).
The selected satellite data were individually weighted using two “noise” estimators (for a detailed description, see Thomson et al., 2010). Firstly, a measure of local magnetic activity using the standard deviation (SD) along short segments (60 samples, approximately 500 km) of satellite track. Secondly, a larger-scale noise estimator derived from activity measured at the geographically closest magnetic observatories to the sample point. This results in the down-weighting of the vector data at high latitudes, particularly in the auroral zones. We find the technique produces a core and lithospheric field model, MEME08, that compares well with other similar models such as xCHAOS (Olsen and Mandea, 2008), GRIMM (Lesur et al., 2008), and MF6 (Maus et al., 2008) up to about degree and order 60. We also apply weighting based on instrument accuracy and zenith angle (to account for ionospheric field contamination) up to a maximum of 10 nT, and also one-degree tesseral weighting to account for different spatial data densities, in the same manner as Lesur et al. (2005).
For the observatory data weighting, we use a simpler scheme based on a scaling of the instrument accuracy and zenith angle weighting. The application of LAVA and along-track SD has the effect of significantly down-weighting the satellite data. To prevent the observatory data dominating the model post LAVA/SD, we apply a scaling to the observatory weights. This scaling is chosen such that the mean satellite-observatory data weighting post LAVA/SD is the same as that found before LAVA and along-track SD are included.
As a rough estimate of the weight carried by each data source (CHAMP, Ørsted, observatories) when fitting the model, we divide the number of data from each source that meet the selection criteria (defined above) by the mean of the diagonal entries of the data covariance matrix for that source (Ørsted’s covariance matrix contains off-diagonal entries to account for the anisotropic error introduced due to the presence of only one star camera, see Lesur et al., 2005). From this we determine the ratio of the weight of (CHAMP: Ørsted: observatories) data in the model to be roughly (2.4:1:2.9). This ratio is provided as a rough guide to the combined effect of data number and weighting but the precise influence of data from different sources will vary with time and model parameters. With this caveat in mind we can see that of the three sources, CHAMP and observatories contribute most to the model estimation. Overall, satellite data carries more weight than observatory data when fitting the parent model. Observatory data plays an important role in the time-parameterisation of our model and we have given them a significant weighting. However, the optimum balance between satellite and observatory data remains an issue and will be considered further in future work.

3. Model Parametrisation
For the parent model we use the same parametrisation as Thomson and Lesur (2007) but with different knot spacings for the piece-wise linear time-dependence. This parametrisation is set out explicitly below and consists of four main terms with a total of 6315 separate parameters:[image: A40623_2015_Article_620100737_Equ1.gif]


where Vint and Vext are the scalar potentials associated with the internal and external terms, respectively, that have either piecewise-linear time-dependence or are constant. Vvmd contains terms that are linearly dependent on the VMD index. This index (Thomson and Lesur, 2007) is interpolated at the time of each datum from a degree 1 spherical harmonic model. This model is fitted in Earth-centred Earth-fixed and sun-synchronous coordinate systems with time dependence given by cubic B-splines with knots every hour, produced from observatory data. Vann consists of terms that model the annual, semi-annual, and diurnal variations. The various terms are expanded below:[image: A40623_2015_Article_620100737_Equ2.gif]


where θ, ϕ, r, and t are the geocentric colatitude and longitude, radius from centre of Earth, and time, respectively. The reference radius of the Earth is denoted by a. [image: A40623_2015_Article_620100737_IEq1.gif] and [image: A40623_2015_Article_620100737_IEq2.gif] are the piecewise-linear time-dependent internal and external Gauss coefficients, respectively and [image: A40623_2015_Article_620100737_IEq3.gif] are the static internal coefficients. The knots of the piecewise linear terms start at decimal year 1999.5 and thereafter at intervals of 400 days resulting in 10 knots in total with the final knot at approximately 2009.4. [image: A40623_2015_Article_620100737_IEq4.gif] (θ, ϕ) are the Schmidt semi-normalised spherical harmonic functions of degree l and order m. We use the convention that zero and positive m correspond to cos mϕ terms while negative m correspond to sin mϕ terms.
The terms dependent on the VMD index are given below:[image: A40623_2015_Article_620100737_Equ3.gif]


where b1,m and b2,m are the constant and linear external coefficients while b3,m are the coefficients that are directly scaled by the external VMD indices, [image: A40623_2015_Article_620100737_IEq5.gif]. There are no constant or linearly dependent induced coefficients but c
                  m
                 are defined in the same way as b3,m. The annual, semiannual, and 24-hour time-dependencies are parametrised by:[image: A40623_2015_Article_620100737_Equ4.gif]


where e
                  m
                 and i
                  m
                 are, respectively, the external and internal coefficients consisting of cos and sin annual and semiannual terms. ε
                  m
                 is the external 24-hour term, which is expressed in terms of sun-synchronous longitude, [image: A40623_2015_Article_620100737_IEq6.gif], rather than geographic longitude (Thomson and Lesur, 2007) and consists of a constant, and cos and sin annual terms.

4. Model Estimation
The model described in Section 3 is fitted to the data using an iterative reweighted least-squares technique. A model vector with the only non-zero main-field coefficient being [image: A40623_2015_Article_620100737_IEq7.gif] is used as the starting point of the initial L2-norm fit. The results of this fit are then used as the starting point for 3 iterations of an L1-norm fit to produce the final model vector (previous experience suggests three iterations are sufficient for our models). The (unweighted) mean and root mean square (RMS) of the misfits are summarised in Table 1Table 1.Mean and root mean square misfits between parent model estimate and input data, shown separately for data sources and by geomagnetic latitude. Mid and low geomagnetic latitudes are defined as being between ±50 degrees, with high latitudes defined as being outside this range. Satellite F misfits are calculated with respect to scalar input data. Observatory F misfits are calculated with respect to vector data projected onto an apriori model. The number of data quoted counts each component separately.


	 	 	Mean (nT)
	Root mean square (nT)

	Source
	No. of data
	
                            X
                          
	
                            Y
                          
	
                            Z
                          
	
                            F
                          
	
                            X
                          
	
                            Y
                          
	
                            Z
                          
	
                            F
                          

	Mid and low latitudes

	CHAMP
	438,898
	−0.11
	0.13
	0.00
	−0.09
	5.37
	2.74
	5.17
	3.63

	Ørsted
	123,066
	−0.69
	−0.50
	0.10
	1.10
	7.38
	5.86
	5.94
	3.75

	Observatories
	304,648
	−0.29
	0.18
	−0.14
	—
	7.18
	5.15
	7.09
	—

	High latitudes

	CHAMP
	215,822
	1.57
	0.52
	−1.52
	−4.20
	18.83
	19.09
	12.23
	11.63

	Ørsted
	63,402
	2.90
	1.03
	0.47
	−0.43
	19.30
	19.94
	7.23
	5.59

	Observatories
	52,527
	—
	—
	—
	−0.46
	—
	—
	—
	16.30

	All latitudes

	CHAMP
	654,720
	0.44
	0.26
	−0.50
	−1.44
	11.67
	11.19
	8.20
	7.31

	Ørsted
	186,468
	0.61
	0.06
	0.24
	0.61
	13.03
	12.88
	6.44
	4.43




Direct comparison between CHAMP Ørsted and observatory misfits is not straightforward. Although vector and scalar data are used at all latitudes for satellite data scalar data constitute a larger proportion of the total after Ørsted vector data becomes unavailable (see Fig. 1). In contrast, CHAMP and observatory scalar and vector data are available for all time but unlike satellite data, observatory scalar and vector data are confined to high and mid/low latitudes respectively. However, it is worth commenting on some patterns in the misfits. As expected, the mean and RMS satellite misfits are larger at high geomagnetic latitudes (>50 or <−50 degrees) than at mid and low latitudes (≥ −50 and ≤50 degrees). Contamination from un-modelled auroral current systems will increase the high-latitude misfits but so too will the downweighting described in Section 2. At high latitudes the satellite Z misfits are significantly lower than those of the X or Y components due to the effects of field-aligned currents. Although observatory biases are co-estimated in the parent model this does not mean that we should expect zero mean observatory misfits, since an L1-norm is used when fitting the model.
The RMS misfits versus time for CHAMP, Ørsted and observatory data, taken over all magnetic components, latitudes, and times, are shown in Fig. 2. The CHAMP misfits do not show any long-term evolution but there are clearly periodic signals in the misfits that closely correlate with that satellite’s 130 day local-time cycle. This is almost certainly due to increasing contamination from un-modelled sources as the satellite’s orbit precesses from a day-night to a dawn-dusk configuration. A similar pattern is seen in the Ørsted residuals prior to 2006 that is close to that satellite’s 800 day local-time cycle. After 2006 when only scalar data are available, the pattern becomes less clear. While the peaks in the misfits reach 10s of nT, it should be noted that they represent relatively few data as would be expected as the satellites approach the limit of the data selection window. This is confirmed in Table 1, which show the RMS misfits of all CHAMP and Ørsted data are below 14 nT. The observatory misfits show greater consistency through time compared with the satellite misfits but there are still some peaks. The largest peak, in 2009, is the result of spurious data from a single observatory that was not filtered out in the data selection process. This is not expected to have any significant effect on the model but it is still undesirable and we will implement more stringent data checking in future models. In addition, there are smaller peaks spread throughout the time-series. These are not as regular as the satellite peaks and are very localised in time. The cause of these features is not yet clear.[image: A40623_2015_620100737_Fig2.jpg]
Fig. 2.Root-mean-square of residuals between model and input data from (a) CHAMP, (b) Ørsted, and (c) observatories. The RMS values are calculated over 10 day periods using all components (X, Y, Z, and F). To improve robustness of statistics, ten day periods with fewer than 10 data are not plotted.





5. Extraction of IGRF Candidate
The main field spectra derived at yearly intervals from our parent model exhibit a strict monotonic decline with increasing degree for all yearly samples. Relative changes between the samples over the eight year span are small and mostly at the higher degrees. The secular variation, extracted at the same dates and plotted in Fig. 3 show a fairly steady decline in power up to degree eight. Above this the spectra from most years begin to level out and even increase in power suggesting that noise is beginning to dominate in that part of the model. For degree eight and below there is some year-to-year variation in the spectra but this is relatively low and shows no clear trend. For degrees nine and above there is a large variation in spectral power, which seems to decline with time. Given the evidence of noise at these degrees this trend most likely represents a decline in this noise rather than an evolution in the secular variation. Why this occurs is not obvious but may be related to the quieter geomagnetic conditions and overall increase in selected data in later years that can be seen in Fig. 1.[image: A40623_2015_620100737_Fig3.jpg]
Fig. 3.Spectra of secular variation from parent model, extracted at yearly intervals.




On the evidence presented above, the main field seems robust to degree and order 13 and we extract a set of MF coefficients at 2005.0 as a candidate model. To derive the 2010 main field candidate model, we project the behaviour of the parent model between the final two spline knots forward to 2010.0, up to degree and order 13. To do this we extract a degree and order 13 main field model at 2009.0 and use the SV estimate from the same period up to degree and order 13. We believe that using the full degree 13 SV estimate is justified given the apparent lower noise in the most recent SV behaviour seen in Fig. 3 and the relatively short time step. Given the longer time span of the average SV from 2010.0 to 2015.0, we did not rely on a single extraction of SV from the parent model. Instead we used an average of the parent model’s SV up to degree and order 8 between 2005.0 to 2009.0. The period over which the SV average was calculated, 2005 to 2009, was chosen because it represented the most recent part of the parent model covering a time-range similar to the 5 year life-time of the SV prediction.

6. Summary and Conclusions
We have calculated MF and SV coefficients for use in the derivation of IGRF-11. These models are based on a large data set selected from both satellite and observatory data that have been carefully selected to remove unwanted sources. Unlike previous models, we include weighted vector satellite data at all latitudes by utilising two noise estimators. We believe our IGRF candidate models are a robust contribution to IGRF-11.
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