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Abstract
The Japan Meteorological Agency (JMA) is able to process data for its earthquake early warning (EEW) procedure very quickly by employing a seismic intensity expectation method that uses simplified strong motion characteristics. To represent one of these characteristics, the site amplification factor at the seismic intensity station, JMA uses ARV (amplitude ratio of peak ground velocity at the ground surface relative to the engineering bedrock of average S-wave velocity 700 m/s) based on topographic data. As a potential substitute for the ARV, we investigated a station correction based on empirical site amplifications obtained from recent observed seismic intensity data. When estimating this station correction, we removed an effect of the abnormal seismic intensity distribution of deep subduction-zone earthquakes and applied a correction for the earthquake source term to the attenuation relation. Station corrections were obtained for 1258 stations, representing about 30% of all current seismic intensity stations. The correlation between our station corrections at the stations and the site amplification based on topographic data is weak (correlation coefficient = 0.30). The error of the expected seismic intensity was improved by 15% by replacing ARV with the station correction.
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1. Introduction
Observed strong motion characteristics of earthquakes generally consist of source effects, wave propagation path effects, and site effects (e.g., Iwata and Irikura, 1986). For accurate evaluation of strong motion taking into account these effects, an understanding of the fault rupture process, the attenuation structure of seismic waves and, especially, the local soil conditions is indispensible. Strong motion varies greatly and depends on the degree of amplification by the subsurface ground structure, even for events of the same magnitude and with the same seismic wave propagation paths.
The Japan Meteorological Agency (JMA) began providing earthquake early warning (EEW) services to the general public on 1 October 2007 with the aim of mitigating seismic disasters (Hoshiba et al., 2008; Kamigaichi et al., 2009; Doi, 2010). An EEW notification includes information on the expectation of strong ground motion immediately after an earthquake, but before destructive strong motion arrives, by processing real-time data obtained at one or a few seismometers positioned near the source region. To achieve such rapid processing, the JMA employs an expectation method that uses three major factors controlling strong motion: (1) the earthquake magnitude M estimated from P-wave amplitude to represent source effects; (2) the attenuation relation to model wave propagation path effects; (3) a site amplification factor, ARV (amplitude ratio of peak ground velocity at the ground surface relative to the engineering bedrock of average S-wave velocity 700 m/s) for site effects.
The technique for quick determination of the hypocenter and M in the JMA EEW uses waveform data collected from about 200 accelerometers of the JMA seismometer network (Harada, 2007) and from about 800 high-gain seismometers (velocity-type sensor; natural period is 1 s) of the Hi-net network of the National Research Institute for Earth Science and Disaster Prevention (NIED) (Okada et al., 2004). Strong motion intensity expectation in the JMA EEW is performed on seismic intensity measurements on the JMA scale. The expectation of seismic intensity is based on the empirical methods of Si and Midorikawa (1999), Matsuoka and Midorikawa (1994), and Midorikawa et al. (1999), which are based on the hypocentral distance, focal depth, M, and site amplification factor.
The instrumental observation of seismic intensity started in 1990s in Japan. The first seismic intensity meters were installed in 1991, and their function was enhanced in 1996 (JMA, 1996). In addition, local governments and NIED started to install seismic intensity meters in 1996. At the present time, at least one seismic intensity meter is installed at each village, town, ward, and city in Japan. These meters are relatively densely deployed in populated areas and sparsely at mountain areas and there are currently about 4,200 stations throughout Japan (JMA, 2009; JMA, http://www.seisvol.kishou.go.jp/eq/intens st/index.html). The data on instrumental seismic intensity is compiled by JMA according to the method explained on the JMA website (http://www.seisvol.kishou.go.jp/eq/kyoshin/kaisetsu/calc_sindo.htm), the Headquarters for Earthquake Research Promotion website (http://www.hp1039.jishin.go.jp/eqchreng/at2-4.htm), and Hoshiba et al. (2010). The observed seismic intensity at each station provides information that helps determine the initial response to disasters immediately after an earthquake. For example, when the observed instrumental seismic intensity is ≥5.5 on the JMA scale, an emergency assembly team conference is held at the Prime Minister’s office.
There are two categories in the JMA EEW notification, namely, “warning” and “forecast”. Japan is divided into 187 regions depending on prefectural borders, and the category of “warning” or “forecast” is issued on a per-region basis (Doi, 2010). Between two and 95 seismic intensity meters have been installed in each region. The seismic intensity is expected at the locations of the intensity meters, and the category of “warning” or “forecast” is issued depending on the expected intensities. When the expectation at one or more stations is ≥2.5 on the JMA scale (or M is estimated to be >3.5), a “forecast” is issued for the region; when it is ≥4.5, a “warning” is issued (Hoshiba et al., 2008). Note that, under the current operating conditions of the JMA EEW, the expectation of seismic intensity is performed for those locations where seismic intensity meters are installed (and not for whole area, including the locations where intensity meters are not installed). The site amplification factor at the site is an important factor in the expectation of the intensity. In the current system, ARV estimated from topographic data (Matsuoka and Midorikawa, 1994) is used to represent the site factor. However, topographic information may not be the best way to obtain site amplification estimates at each station. Additionally, most seismic intensity stations do not collect enough information on local soil conditions, such as borehole logs in the upper engineering bedrock, for site amplification to be estimated.
In the study reported here, we explored the possibility of using a station correction factor at the seismic intensity station, namely, an empirical site amplification estimate derived from peak ground velocity converted from seismic intensities observed in recent years, instead of the site amplification factor ARV based on topographic data. A number of studies that a station correction were estimated from comparison of the observed seismic intensities and the expected values by the attenuation relation. Fujiwara et al. (2007) estimated the station correction based on seismic intensity using the attenuation relation of seismic intensity; the results showed a weak correlation between the station correction at the sites and the site amplification based on topographic data. Kiyomoto et al. (2010) used the attenuation relation of JMA EEW’s logic to estimate station corrections; but only at 5% of all stations. Our overall aim is to improve the accuracy of the expected seismic intensity of JMA EEW at the locations where seismic intensity meters have been installed. We therefore used the attenuation relation of JMA EEW’s logic to estimate station corrections and defined the station correction as the amplification factor of peak ground velocity, similarly to the ARV, in order to be able to directly apply it to JMA EEW’s logic. As these station corrections are based on observed seismic data, they may improve the accuracy of seismic intensity expectation at the sites. We applied the station correction to expected seismic intensity and evaluated it as a replacement for ARV. All of the logarithms described herein are common logarithms.

2. Method for Estimation of Station Corrections
The EEW procedure of seismic intensity expectation consists of four steps (Hoshiba et al., 2008; JMA Seismological Volcanological Department, 2008; Kamigaichi et al., 2009).
Step 1. Hypocentral parameters (origin time, location, and M) are determined immediately after the detection of seismic waves at one or a few seismometers near the source region. M is estimated from P-wave amplitude of displacement data by the method of Aketagawa et al. (2010) and from the whole waveform by the method of Kiyomoto et al. (2010). These formulas were constructed using regression analysis of JMA magnitude, Mj, in the JMA seismic catalog. Mj is converted to moment magnitude Mw by the empirical relationship (Utsu, 1982)[image: A40623_2015_Article_630020057_Equ1.gif]

 (1)


Step 2. PGV600, peak ground velocity (cm/s) at the engineering bedrock with an average S-wave velocity of 600 m/s, is estimated from the attenuation relation by Si and Midorikawa (1999) as[image: A40623_2015_Article_630020057_Equ2.gif]

 (2)

where D is focal depth (km), X is the shortest distance (km) to the ruptured fault (hereinafter referred as fault distance), and d is a coefficient that is 0.0 for inland crustal earthquakes, −0.02 for inter-plate earthquakes, and 0.12 for intra-slab earthquakes. This attenuation relation is widely used in Japan (e.g., Headquarters for Earthquake Research Promotion, 2009) as an empirical estimation method for strong ground motions. In this study, we use 0.0 for d for all earthquake types in EEW. For X, the fault model (location, length, width, strike, and dip angle) is unknown during EEW processing. Here, we assume (1) the progress of rupture to be bilateral from the center of the fault and (2) the fault geometry to be a circle with a radius of half of the rupture length from hypocenter. Thus X = R - L/2 is used for the fault distance, where R is hypocentral distance (km) and L is the rupture length (km) estimated by the empirical relation (Utsu, 2001)[image: A40623_2015_Article_630020057_Equ3.gif]

 (3)

If R is shorter than L/2, X is fixed to be 3 km.[image: A40623_2015_630020057_Tab1.jpg]
Table 1Earthquakes whose fault distance was estimated from fault model.




Step 3. A site effect amplification factor ARV is estimated from AVS, the average S-wave velocity (m/s) of the subsurface structure down to a depth of 30 m, by [image: A40623_2015_Article_630020057_Equ4.gif]

 (4)

 and AVS is empirically estimated using 1-km mesh topographic data (Matsuoka and Midorikawa, 1994). Because ARV defined in the JMA EEW is an amplification factor relative to PGV700 (peak ground velocity at the engineering bedrock of average S-wave velocity 700 m/s), PGV600 obtained from Eq. (2) is converted into PGV700 by multiplying it by 0.9 (JMA Seismological Volcanological Department, 2008). Thus, PGV at the free surface is estimated by [image: A40623_2015_Article_630020057_Equ5.gif]

 (5)


Step 4. Seismic intensity I (measured on the JMA intensity scale) at the ground surface is converted from peak ground velocity PGV by the empirical relation (Midorikawa et al., 1999)[image: A40623_2015_Article_630020057_Equ6.gif]

 (6)


This four-step procedure is the current JMA method for determining seismic intensity expectation for the EEW. In an attempt to improve this method, we replaced the ARV estimated using topographic data with a station correction, SCj , estimated from observed seismic intensity for the j-th seismic intensity station by[image: A40623_2015_Article_630020057_Equ7.gif]

 (7)

where Nj is the number of earthquakes observed at the j-th station. PGVobsij is the peak ground velocity converted from the observed seismic intensity using Eq. (6) for the i-th earthquake at the j-th station. PGV700expij is estimated by an attenuation relation in which coefficient d is 0.0 in Eq. (2) (from Steps 2 and 3), and PGV700 = PGV600 × 0.9. For all subsequent discussion in this paper, “ARV” refers to the amplification factor estimated from topographic data, and “station correction” refers to the amplification factor estimated from the observed seismic intensity. It is easy to apply the station correction SCj to EEW processing by simply substituting it for ARV, because the station correction is defined by PGVobs/PGV700exp, the same as ARV.

3.Data
3.1 Basic dataset
Seismic intensity is recorded by about 4200 seismic intensity meters installed throughout Japan by local governments, NIED, and JMA, and their data are transmitted to the JMA. JMA typically reports a seismic intensity distribution within 2–5 min after the occurrence of earthquake. Hypocentral parameters including location and Mj, called a JMA-unified catalog, are determined by JMA. The observed seismic intensities and a JMA-unified catalog for each event are compiled in the database (Ishigaki and Takagi, 2000). In this study, we used the database of events of Mj ≥ 4.0 from May 1996 to April 2009. Focal depth and hypocentral distance were limited to shallower than 120 km and within 300 km, respectively, which is the same coverage as the dataset used in the regression analysis of the attenuation relation of Eq. (2). The earthquakes whose fault distance was estimated from the fault model are shown in Table 1. The fault models are mainly based on source inversion analysis by the Geospatial Information Authority of Japan (GSI). For those earthquakes not listed in Table 1, the fault distance was estimated using the empirical relation in Step 2 of Section 2. For Mw, we used the values determined by the NIED F-net (Okada et al., 2004) moment tensor inversion (http://www.fnet.bosai.go.jp/) during or after 1997 and by the Harvard University CMT inversion (http://www.globalcmt.org/) in 1996, except for the analysis in Sections 5 and 6.

3.2 Lower limit of observed seismic intensity
A comparison of PGV700exp with PGVobs for inland crustal earthquakes of focal depth ≤ 20 km is shown in Fig. 1. In this figure, we plotted only inland crustal earthquakes to avoid offsets of PGV700exp according to earthquake types expressed as different values of coefficient d in Eq. (2). Whereas PGVobs is generally larger than PGV700exp because of site amplification, most of the PGVobs values converted from seismic intensities less than around 2.5 are smaller than PGV700exp. This result suggests that the empirical relation of Eq. (6) may not be applicable to low seismic intensities of less than around 2.5 or that the attenuation relation of Eq. (2) has a distance dependence for PGVobs. Figure 2 shows the relationship between fault distance and the ratio of PGVobs to PGV700exp for inland crustal earthquakes. The distribution of PGVobs/PGV700exp for observed seismic intensities ≥0.5 (Fig. 2(a)) has a notable distance dependence, whereas that for intensities ≥2.5 (Fig. 2(b)) has little distance dependence. When distance dependence does exist, it has an inappropriate influence on the estimation of station corrections; therefore, we restricted our data to seismic intensities ≥2.5. Figure 3 shows the relationship between Mw and PGVobs/PGV700exp for the same data used in Fig. 2(b). The distribution of PGVobs/PGV700exp has little dependence on Mw.[image: A40623_2015_630020057_Fig1.jpg]
Fig. 1Comparison of PGV700exp and PGVobs for inland crustal earthquakes of focal depth ≤20 km. Mw is used for M. Observed seismic intensities (JMA intensities) correspond to the values of PGVobs converted by Eq. (6).



[image: A40623_2015_630020057_Fig2.jpg]
Fig. 2Relationship between fault distance and PGVobs/PGV700exp for inland crustal earthquakes of (a) seismic intensity ≥0.5 and (b) seismic intensity ≥2.5. Mw is used for M. Circles and bars show the average of log(PGVobs/PGV700exp) and its standard deviation in each distance segment, respectively.



[image: A40623_2015_630020057_Fig3.jpg]
Fig. 3Relationship between Mw and PGVobs/PGV700exp for inland crustal earthquakes of seismic intensity ≥2.5. Mw is used for M. The solid circles indicate the average of log(PGVobs/PGV700exp) at each Mw.




If we estimate the station corrections from PGVobs/PGV700exp, including the data from stations at large distances from the fault, the station corrections of the latter may be larger than the real values. Therefore, we excluded the data of larger fault distances at sites at which observed seismic intensity is <2.5 (Fig. 4). We used earthquakes that had at least five seismic intensity observations.

3.3 Distribution of data
The distribution of earthquakes is shown in Fig. 5, and the distribution of the data with respect to fault distance X and Mw is shown in Fig. 6. In these figures, when Mw is not reported in F-net nor in the Harvard University CMT, Mj is used. These data were used for estimating the station corrections. Although seismic intensities were compiled within a hypocentral distance of 300 km, for most data the fault distance was within about 150 km because we discarded seismic intensities of <2.5. For most offshore earthquakes far from the inland seismic observation network, the determined focal depth tends to be deeper than the seismogenic-zone because of the incomplete azimuthal coverage of the network in the JMA-unified catalog. Figure 7 shows hypocenter distribution (Aketagawa et al., 2010) in the area indicated in Fig. 5. Although the focal depth of the earthquake (Mj 7.0) marked with a star in Fig. 7 is 51 km in the JMA-unified catalog, this depth is too deep compared with the plate boundary. Such earthquakes result in an overestimation of PGV700exp. Thus, in the offshore area bounded by the line in Fig. 5, focal depths >10 km were shifted to 10 km. This area is the same as the area where focal depths are fixed at 10 km when M is estimated in the JMA EEW algorithm. When the fault distance is 150 km from the earthquake (Mj 7.0; marked with a star in Fig. 7), the PGV700exp increases by 1.35-fold due to the shift in the focal depth from 51 km to 10 km.[image: A40623_2015_630020057_Fig5.jpg]
Fig. 5Epicenters of earthquakes used in estimating station corrections for all dataset. The offshore area enclosed by the line is where focal depths >10 km are shifted to 10 km. The dotted rectangle indicates the area shown in Fig. 7. The gray areas indicate the regions where the correction term of abnormal seismic intensity distribution is applied.



[image: A40623_2015_630020057_Fig6.jpg]
Fig. 6Distribution of the data with respect to fault distance and Mw when estimating station corrections for all datasets.



[image: A40623_2015_630020057_Fig7.jpg]
Fig. 7Hypocenters of earthquakes in the dotted rectangle indicated in Fig. 5 (modified from Aketagawa et al. (2010)). (a) Epicenters of earthquakes. A star indicates the Mj 7.0 earthquake in Far East Off Ibaraki Prefecture on May 2008. (b) Vertical cross section of earthquakes along the A−B line in rectangle in (a). Dotted line indicates the plate boundary drawn from trench axis to upper boundary of slab.






4. Estimation of Station Correction
4.1 Correction of abnormal seismic intensity distribution
An abnormal seismic intensity distribution (Utsu, 2001) is commonly observed for deep earthquakes at subduction near Japan. As shown in Fig. 8(a), an abnormal seismic intensity distribution for deep earthquakes is a phenomenon in which strong motions in the fore-arc (east of volcanic front) are larger than those in the back-arc (west of volcanic front) are observed. This abnormal distribution is due to the effect produced by regional differences in seismic wave attenuation (Q) structure (shown in Fig. 8(b)) and cannot be explained by the effect of site or source. Here, seismic ray paths in the low-Q mantle wedge from intra-slab earthquakes to back-arc stations are longer than those to fore-arc stations. In Eq. (2), the effect of inhomogeneous Q structure is not included. In order to accommodate this abnormal distribution, additional correction terms (Morikawa et al., 2003; Fujiwara et al., 2009; Headquarters for Earthquake Research Promotion, 2009) were proposed for Eq. (2), H and H′:[image: A40623_2015_Article_630020057_Equ8.gif]

 (8)

[image: A40623_2015_Article_630020057_Equ9.gif]

 (9)

where Rtr is the shortest distance (km) from the seismic intensity station to the Japan and Kuril trench axes, Rvf is the shortest distance (km) from the seismic intensity station to the volcanic front, and D is focal depth (km). We applied the correction terms H and H′ in Eq. (2). H is multiplied by PGV700exp for Pacific intra-slab earthquakes north of latitude 36°N and east of longitude 138°E, and H′ is multiplied by PGV700exp for Philippine Sea intra-slab earthquakes west of longitude 137°E. The areas to which these correction terms were applied are shown in Fig. 5. Figure 9(a) shows the relationship between the shortest distance from seismic intensity stations to the Japan and Kuril trench axes and PGVobs/PGV700exp without the correction terms for earthquakes deeper than 30 km in northeastern Japan. For events most distant from the trench, PGVobs/PGV700exp tends to be smaller in the back-arc beyond the volcanic front than in the fore-arc. The distribution of PGVobs/PGV700exp shown in Fig. 9(a) suggests that PGV700exp does not appropriately produce the abnormal seismic intensity distribution. Figure 9(b) shows the data of Fig. 9(a) after the correction terms, PGVobs/(PGV700exp·H) have been applied. The values in Fig. 9(b) are larger than those in Fig. 9(a) for events >300 km from the trench axis. Thus, we believe that the abnormal seismic intensity distribution is adequately corrected.[image: A40623_2015_630020057_Fig8.jpg]
Fig. 8(a) Example of the abnormal seismic intensity distribution in Tohoku district of Japan. A star indicates the epicenter of the intra-plate earthquake (Mj 6.8, Depth 108 km). Dotted lines indicate equidistant lines from the trench axis. Dashed-dotted line indicates volcanic front. (b) Schematic view of vertical cross section perpendicular to the trench axis for Q structure at subduction (Morikawa et al. (2003)). Stars indicate hypocenters. Arrows indicate ray paths from deep earthquakes to stations.



[image: A40623_2015_630020057_Fig9.jpg]
Fig. 9Relationship between distance from seismic intensity stations to the Japan and Kuril trench axes and PGVobs/PGV700exp for earthquakes deeper than 30 km in northeastern Japan (a) before and (b) after application of correction term H for abnormal seismic intensity distribution to PGV700exp. Mw is used for M. Solid triangles indicate the location of the volcanic front.





4.2 Correction of source term
The variance of an attenuation relation includes intra- and inter-event variances (Youngs et al., 1995). The inter-event variance represents the difference in the strong motion between the common attenuation relation (e.g., Eq. (2)) and the attenuation relation best fitted for observations from an earthquake. Figure 10 shows an example of an earthquake (No. 5 in Table 1) included in the large inter-event variance. Whereas PGVobs should be generally larger than PGV700exp · H because of site amplification, all of PGVobs (solid circle) in Fig. 10 are smaller than PGV700exp · H (solid line). The difference in strong motion between the attenuation relation of observations PGVobs and that of expectations PGV700exp · H represents the inter-event variance. The earthquake in Fig. 10 has the largest inter-event variance in the earthquakes listed in Table 1. The main reason for the inter-event variance is that source factor M does not necessarily correspond to the stress drop affecting the seismic wave amplitude excited from the source (Midorikawa and Ohtake, 2003). Thus, the difference between PGVobs and PGV700exp · H involves not only the site amplification factor, but also the source factor. Because the station correction estimated by Eq. (7) should correspond to the site amplification factor, it should not be contaminated by the source factor expressed as an inter-event variance. We then adjusted M used in the attenuation relation to reduce the inter-event variance and also the variance caused by the difference in strong motion from different earthquake types (inter-plate earthquake, intra-slab earthquake, or crustal earthquake; Si and Midorikawa (1999)).We adjusted M to minimize[image: A40623_2015_Article_630020057_Equ10.gif]

 (10)

where Ni is the number of observed data for the i-th earthquake, Hij is the correction term for the abnormal seismic intensity distribution described in Section 4.1, and ARVj is ARV at the j-th observed station. The reason why PGV700exp is multiplied by ARVj in Eq. (10) is to remove the effect of site amplification from the adjusted M value because the station correction is defined as the amplification factor relative to the upper engineering bedrock, as with ARV. As shown in Fig. 10, this process treats M as a free parameter when the attenuation relation of PGV700exp · H · ARV (open circle) is estimated to fit well with the attenuation relation of PGVobs (solid circle), which corresponds to determining PGV700exp · H (dotted line) from the most probable value of M. The adjusted value of M is used in estimating PGV700exp when we estimate the station correction.[image: A40623_2015_630020057_Fig10.jpg]
Fig. 10Example of the inter-event variance for No. 5 earthquake listed in Table 1.




Coefficient d in Eq. (2) represents the offset value of different earthquake types. The value of d for an intra-slab earthquake, 0.12, is much larger than the values for inland crustal and inter-plate earthquakes. Si and Midorikawa (1999) considered that the larger ground motion of intraslab earthquakes is caused by a high stress drop at the source. Asano et al. (2004) showed that stress drops on the asperities of shallow intra-slab earthquakes that generate strong ground motions are higher than those of inland crustal earthquakes. To reduce the difference in PGV700exp caused by different earthquake types, an offset correction is needed for the attenuation relation. For those earthquakes much deeper than the plate boundary, such as a focal depth >80 km, we can identify the earthquake type as the intraslab without focal mechanism, and we can also easily identify the earthquakes shallower than about 30 km far away from plate boundary as the crustal earthquakes. It is, however, difficult to identify the earthquake types for shallow earthquakes near the plate boundary. We assumed, therefore, that the adjustment of M using Eq. (10) not only reduces the inter-event variance but also has virtually the same effect as the offset correction of different earthquake types.
Figure 11 shows the relationships between fault distance and PGVobs/PGV700exp estimated from Mw and the adjusted M. The total variance of PGVobs/PGV700exp was reduced in all ranges of fault distance by the adjusted M (Figs. 11(a, b)). For inland crustal earthquakes, the distance dependence of PGVobs/PGV700exp for Mw < 5.5 (Fig. 11(c)) was resolved by the use of adjusted M (Fig. 11(d)), but remained for Mw ≥ 5.5 (Figs. 11(e, f)). This suggests that the correction of inter-event variance is effective, at least for small inland crustal earthquakes. Values of PGVobs/PGV700exp near the fault for inland crustal earthquakes were relatively large, as shown in Fig. 11(f), causing overestimates of the station correction, an effect we address in Section 7. The geometric mean of PGVobs/PGV700exp estimated from the adjusted M for intra-slab earthquakes (Fig. 11(h)) was almost the same as that for inland crustal earthquakes (Figs. 11(d, f)). In addition, for intra-slab earthquakes shown in Figs. 11(g, h), the logarithmic ratio of the geometric mean of PGVobs/PGV700exp values for Mw and adjusted M, that is log(2.70/2.10) = 0.11, was about the same as the coefficient d (0.12) in Eq. (2). These results provide a basis for assuming that adjusting M is a proper offset correction for intra-slab earthquakes.[image: A40623_2015_630020057_Fig11.jpg]
Fig. 11Relationship between fault distance and PGVobs/PGV700exp estimated from (left) Mw and (right) the adjusted M. (a, b) All earthquake types, (c, d) inland crustal earthquakes (depth ≤ 20 km) of Mw < 5.5, (e, f) inland crustal earthquakes (depth ≤ 20 km) of Mw ≥ 5.5, (g, h) intra-slab earthquakes (depth ≥ 80 km). “Mean”in each panel is geometric mean of PGVobs/PGV700exp.






5. Characteristics of Station Corrections
We estimated station corrections after applying the correction for abnormal seismic intensity distribution and adjusting M as previously described. The station corrections were extracted on the conditions that the station has at least three earthquake records when estimating station corrections using Eq. (7). When the standard deviation of the common logarithm is ≥0.3, the station correction is discarded. Station corrections were obtained for all datasets for 1258 stations, about 30% of all stations in the national network (Fig. 12). Most of these are distributed near regions of earthquake occurrence. Station corrections in sedimentary basins are generally relatively large.[image: A40623_2015_630020057_Fig12.jpg]
Fig. 12Map showing spatial distribution of stations for which station corrections were obtained for all datasets.




As shown in Fig. 13, station corrections show a smooth distribution, with a peak at their average value, whereas ARV has peaks not only at its average but also around 1 and 3. The topographic data of ARV around 1 and 3 correspond to the Pre-Neocene and the delta back marsh, respectively. The reason for the peak of ARV around 1 is that most of the topographic data on Japan’s landmass are classified as Pre-Neocene. The reason for the peak of ARV around 3 is that seismic intensity meters are densely installed in populated areas where the topographies are often classified as the delta back marsh. In Fig. 14 there is a poor correlation between station corrections and the site amplification based on topographic data (the correlation coefficient is 0.30).[image: A40623_2015_630020057_Fig13.jpg]
Fig. 13Histogram of (a) station corrections and (b) ARV of stations where the station correction was obtained. “Mean” in each panel is geometric mean.



[image: A40623_2015_630020057_Fig14.jpg]
Fig. 14Correlation between station corrections and ARV.





6. Accuracy of Expected Seismic Intensity
We computed expected seismic intensities using the method of the JMA for the EEW by using both station corrections and ARV. We split the dataset into two groups: group A, from May 1996 to December 2004; group B, from January 2005 to April 2009. We determined station corrections from group A and expected seismic intensities for group B. Note that the dataset used for the expectation of seismic intensities is independent of the dataset used for determining the station correction. We used earthquakes of Mj ≥ 4.0 and focal depth ≤120 km and stations of observed seismic intensity ≥3.5 (Fig. 15) for the expected intensities. The expectation error was evaluated for stations where the station correction was obtained. Note that, for the evaluation of the expectation error, correction of the source term described in Section 4.2 was not applied.[image: A40623_2015_630020057_Fig15.jpg]
Fig. 15Epicenters of earthquakes for which expected seismic intensities were computed for the period January 2005 to April 2009.




Figure 16 shows the distribution of seismic intensity residuals. The effect of station correction (Fig. 16(a)) was to reduce the average of residuals from 0.25 to 0.19 and to reduce the standard deviation of residuals from 0.63 to 0.55. Also, by using station correction, the number of residuals within ±1.0 was increased from 84 to 93% of the total number, and the number of residuals within ±0.5 was increased from 55 to 59% of the total number of stations.[image: A40623_2015_630020057_Fig16.jpg]
Fig. 16Histogram of seismic intensity residuals estimated with (a) station correction and with (b) ARV within ±0.5 and ±1.0 residuals shown by solid and dotted lines, respectively.




Figure 17 compares the expectation errors estimated with station corrections and with ARV. In Fig. 17(a), the root mean square (RMS) errors for most earthquakes across the whole range of fault distances were improved by station correction, although some relatively large RMS errors occurred with station correction at some near fault distance ranges, as shown in Fig. 17(b). The RMS error for the total residual was reduced from 0.68 to 0.58, as shown in Fig. 17(a), which corresponds to a demonstration that using station correction can reduce the expectation error by 15%.[image: A40623_2015_630020057_Fig17.jpg]
Fig. 17Comparison of RMS seismic intensity residuals estimated with station correction and with ARV for (a) individual earthquakes and (b) the average of RMS in each distance segment. Upper left values in (a) indicate total RMS. Squares and circles in (b) indicate RMS with station correction and ARV, respectively.





7. Discussion
In the previous section, we demonstrated that simply the replacement of ARV by empirically estimated station corrections leads to an improvement in the accuracy of expected seismic intensities for the current JMA EEW, even when other empirical relations (Eqs. (1), (2), (3), (4), and (6)) are unchanged. In addition to the improvement of site factors, it is expected that the modification of other empirical relations will lead to an improvement in accuracy. In this section, we discuss the improvement in the accuracy of expected seismic intensities through enhancement of the other empirical relations.
In this study, we focus on the improvement of accuracy of expected seismic intensities for the current JMA EEW through replacing ARV by empirically estimated station correction, even when other empirical relations (Eqs. (1), (2), (3), (4) and (6)) are not changed. Therefore, the station correction was estimated using the same empirical relations that underlie the JMA EEW’s logic. In addition, when estimating station corrections, we applied corrections of the abnormal seismic intensity distribution and source term for Eq. (2) in order to reduce the effects of factors other than site amplification. As a result, the error in expected seismic intensity was improved using our station correction. However, when estimating station corrections, we had to limit observed seismic intensities to those ≥2.5, mainly to reduce the distance dependence of PGVobs/PGV700exp. To reduce these residuals between the empirical relations and observed data, a new empirical relation should be regressed from recently observed data. Iwakiri et al. (2009) suggested that the attenuation relation of seismic intensity with Mj (Matsusaki et al., 2006) showed no dependence on fault distance within 100 km for recently observed data. In the future, when such a new empirical relation is introduced in the JMA EEW, it would therefore be possible to improve the accuracy of the expected seismic intensities. When estimating the station correction, we adjusted M by using observed seismic intensity to reduce the variance of the attenuation relation as described in Section 4. However, in the current JMA EEW algorithm, M is not estimated by using observed seismic intensity. Yamamoto et al. (2008) proposed using the observed seismic intensity itself to estimate M and showed that this method reduced the errors of estimated seismic intensities compared with use of Mj. In the JMA EEW algorithm, the accuracy of expected seismic intensity may be improved if M is estimated by observed seismic intensity.
Fujiwara et al. (2007) showed that the site amplification based on topographic data correlates weakly with the empirical site amplification estimated from the attenuation relation of K-NET (strong motion network operated by NIED). In Fig. 14, it is also shown that the correlation between our station corrections at the stations and the site amplification based on topographic data is weak. The errors of expected corrections for most earthquakes. These may suggest that ARV does not always represent site amplification just under the station, as the topographic data are represented by a 1-km square mesh cell. It may also be that ARV contains uncertainty stemming from the relation between AVS and ARV used in estimating ARV from topographic data.
As shown in Fig. 11(f), we found relatively large strong motions near the fault. One of the possible reasons for this is that strong motions observed near the fault may arise from factors in addition to site amplification. Midorikawa (2009) proposed that large strong motion variations near faults for recent inland crust earthquakes are caused by fault rupture propagation effects or the heterogeneous distribution of asperities. For example, observed seismic intensities for the 2004 Mid Niigata earthquake were relatively high on the hanging-wall side of the reverse fault (Midorikawa, 2006) and can be explained by the hangingwall effect (Abrahamson and Somerville, 1996). If we clearly find that strong motions observed near faults show a misfit to the attenuation relation for any other reason than site amplification, these data should not be used for estimation of the station corrections. However, it is sometimes difficult to identify whether the reason for the misfit of each earthquake is site amplification or not. It is also hard to fix the range of fault distance corresponding to misfit for each earthquake. Thus, we do not limit the range of fault distance near the fault when adjusting M and estimating the station corrections.
Kiyomoto et al. (2010) estimated site factors using observed seismic intensities ≥3.5 with the attenuation relation of Eq. (2). These researchers also conclude that replacing ARV by empirically estimated site factors improves the accuracy of seismic intensity expectation. The difference between our calculations and those of Kiyomoto et al. (2010) is that we reduced the uncertainty of station corrections by introducing the adjustment of M and the correction of abnormal seismic intensity distribution; we also raised the number of stations where station corrections are estimated by using an observed seismic intensity of ≥2.5.
Hoshiba et al. (2010) showed that even when the path factor and site amplification factor are appropriately evaluated, the uncertainty is expected to be 0.29 units on the JMA intensity scale if Mj is used as the index of the source factor, which is the intrinsic uncertainty limit for expected seismic intensity in the current JMA EEW algorithm. The expectation error in this study was 0.58 intensity units even when the station correction was used as the site amplification factor. Such a large expectation error would be due to the variance of attenuation and other empirical relations when estimating station corrections and expecting seismic intensities.
For present seismic intensity expectation of the JMA EEW, the effect of soil non-linearity is not included. The soil non-linearity during strong motion appears at more than about 15 cm/s of PGV (Midorikawa, 1993). On the other hand, the soil non-linearity on PGV is very small compared with peak ground acceleration (Midorikawa and Ohtake, 2003; Fujimoto and Midorikawa, 2006). Our station correction does not include the soil non-linearity. In the future, when we consider the soil non-linearity for large PGV, our station correction may be improved.
There has been a discussion of whether seismic intensity at each station represents typical strong motion around the area of the station. The seismic intensity itself indicates observationally the characteristic of ground motion at the station only (information of the point), but it is also required to be representative—to some extent—of the area around the station from a point of view of rapid estimation of possible damage to the area (representative of the area). Because of this requirement, the JMA has been surveying observed data and the installation environment to determine whether the station can be considered to be a properly representative observation site of the area (JMA, and Fire and Disaster Management Agency, 2009). When the station is identified as an inappropriate site, the seismic intensity meter is moved to another site or is not longer used as an observation site (when it is moved, new station ID is applied). In this paper, we discussed the improvement in the expectation of seismic intensity by replacing ARV by an empirically estimated station correction. Our purpose is to improve seismic intensity expectation at the locations installed seismic intensity meters. This improvement may be applicable only at the observational sites, but our analysis suggests that the expectation of ground motion in the EEW can be improved at locations where a seismic observation has been made, as compared with the locations where only topographic data are available.

8. Conclusions
To identify a more accurate solution for site effects than that provided by the site amplification factor ARV based on topographic data in the JMA EEW algorithm, we estimated station corrections by comparing the attenuation relation with observed seismic intensities from recent earthquakes. We applied a correction for the abnormal seismic intensity distribution and the adjustment of M. Station corrections for 1258 stations were obtained, which is about 30% of the national seismic intensity network. The correlation between station corrections and the site amplification based on topographic data is weak. The RMS accuracy of expected seismic intensities for the most recent 4 years was improved by 15% by using station corrections estimated from data of the previous 8 years, which means that the simple replacement of ARV by empirically estimated station corrections leads to an improvement in seismic intensity expectation even when other empirically relations (Eqs. (1), (2), (3), (4), and (6)) remain unchanged. Relatively large RMS errors in the station correction, however, persist near faults, which are probably explained not only by site amplification factor but also by fault rupture effects.
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No. Date  Source region M;  Focal depth  Earthquake type ~ References of fault model
(y.m.d) (km)

1 1996.10.19  Hyuganada 69 34 Inter-plate Kikuchi (1996)*!

2 1997.0326  NW Kagoshima Pref. 6.6 2 Crustal Kikuchi and Yamanaka (1997a), Miyamachi er al. (1999)°!

3 1997.05.13 NW Kagoshima Pref. 6.4 9 Crustal Kikuchi and Yamanaka (1997b), Miyamachi et al. (1999)°!

4 1997.0625  Yamaguchi Pref. 6.6 8 Crustal Kikuchi and Yamanaka (1997¢)!

5 1998.09.03  Northern Iwate Pref. 62 8 Crustal Matsusaki ef al. (2006)

6 2000.07.01  Near Niijima Island 65 16 Crustal Matsusaki et al. (2006)

7 2000.07.09  Near Niijima Island 6.1 15 Crustal Masusaki ef al. (2006)

8 2000.07.15 Near Niijima Island 63 10 Crustal Matsusaki et al. (2006)

9 2000.07.30 Near Miyakejima Island 6.5 17 Crustal Matsusaki et al. (2006)
10 2000.08.18  Near Niijima Island 6.1 12 Crustal Matsusaki et al. (2006)
1120001006  Wester Tottori Pref. 7.3 9 Crustal Gs1?

12 2001.03.24  Akinada Setonaikai 6.7 46 Intra-plate Matsusaki et al. (2006)
13 2003.05.26  Off Miyagi Pref. 7.1 72 Intra-plate asr?

14 2003.07.26  Northern Miyagi Pref. 6.4 12 Crustal Gs1?

15 2003.09.26  SE Off Tokachi 8.0 45 Inter-plate Gs1?

16 2003.10.31  Off Fukushima Pref. 68 33 Inter-plate Yamanaka (2003)
1720041023 Mid Niigata Pref. 68 13 Crustal Gs1?

18 2004.1027  Mid Niigata Pref. 6.1 12 Crustal Gsr?

19 2004.11.08  Mid Niigata Pref. 59 0 Crustal asi?

20 2004.11.29  Off Nemuro Peninsula 7.1 48 Inter-plate Gs1?

21 20041206  Off Nemuro Peninsula 6.9 46 Inter-plate Gsr?

22 2004.12.14  Rumoi 6.1 9 Crustal asr?

23 200 0 NW Off Fukuoka Pref. 7.0 9 Crustal Gs1?

24 2005.08.16 E Off Miyagi Pref. 72 2 Inter-plate Gs1?

25 2007.03.25  Off Noto Peninsula 69 1 Crustal Gsi?

26 2007.07.16  Off S Niigata Pref. 68 17 Crustal asi2

27 2008.05.08 FarE Off Ibaraki Pref. 7.0 51 Inter-plate Gs1?

28 2008.06.14  Southern Iwate Pref. 72 8 Crustal Gs1?

29 2008.07.24  Northern Iwate Pref. 68 108 Intra-plate NIED (2008)

*ILocation of fault model was read from aftershock distribution.

2GSI: Geospatial Information Authority of Japan (http://www.gsi.go.jp/cais/ HENDOU-hendou.htmi)
*3outheast dip fault model was adopted.





OEBPS/A40623_2015_630020057_Fig8.jpg
(a)

40

2008/07/24
Mi6.8 D108km
©
2
0y
¢ B
S
E:
1 ]
&
T0okm
(b) Ritr
T Re Trench

Volcanic
Front B






OEBPS/A40623_2015_630020057_Fig10.jpg
(cm/s)

10'

10 E
[ o PGV . ]
| —PGV700°x H (from Mw) 1
|~ PGV700™®x H x ARV (from Mw) |
----PGV700°®x H (from adjusted M)
PTe ] S—— .

107 102
Fault distance(km)





OEBPS/A40623_2015_630020057_Fig9.jpg
PGVobs / PGV7008%P

PGVObS / (PGV7008%P x H)

(a) Before correcting

| Wil

-1 | L
100 200 300 400 500
Distance from Trench axis(km)

(b) After correcting
10" ‘ A

[

10°

10

1 | | |
100 200 300 400 500
Distance from Trench axis(km)





OEBPS/A40623_2015_630020057_Fig15.jpg
o Depth < 20km| -
4 Depth > 20km |

126

132

8¢l

oL

42

36

30





OEBPS/A40623_2015_630020057_Fig16.jpg
LS N R ]
o o o o

Number of data

o o

+-0.5:59% mean=0.19 ®) +-0.5:55% mean=0.25
+1.0:93%  std.=0.55 +1.0:84%  std.=0.63
¥ T 50 0
1 ! ]
1 ) 1
H i 40 i
! ! 3 :
1 H <30 ]
1 ! s} i
H 3 i
: g0
i E i
i QI
FisiH ! I 0 il \Hﬂ il
2 -1 0 1 2 2 -1 0 1 2
Intensity residual Intensity residual
with station correction with ARV





OEBPS/A40623_2015_630020057_Fig17.jpg
~
o

RMS of intensity residual

)
N=105

=~ |RMS(station correction): 0.58
2 RMS(ARV): 0.68
5]
2
8 2’ .
5 . seat.
IS e
>
]
s

1 2

RMS of intensity residual
with ARV

(b)

_15 .

S [ RMS(station correction)

2 ORMS(ARV) °

3

S1of a

2 000 o =]

8 98 EI@ D

Sos DBBBE‘D DD

5

2 [m]

o« O 0 L L
109 107 102

Fault distance(km)






