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Abstract
The asperity model was developed to explain plate boundary behavior such as interplate earthquakes. Asperity is defined as a strongly-coupled region on the plate interface. Since interplate earthquakes are considered to occur on asperities, it is important to know the asperity distribution, which can be inferred from interseismic crustal deformation through estimation of the slip deficit distribution. Slip deficit is the difference between the long-term plate convergence rate and the actual relative displacement rate of the plate interface. It is a kinematic description of plate interaction. The relation between the estimated slip deficit and the asperity is still not clearly understood. We have conducted a quantitative comparison between them by combining a forward simulation of crustal deformation, as a result of plate subduction, and a geodetic data inversion. We found that the seismic moment accumulation rate is likely to be overestimated in most cases. The degree of overestimation increases in the case of small asperity areas. Conversely, if no slip deficit is detected by geodetic data inversion, it is highly probable that no asperity exists. Such a misinference may lead to an incorrect estimation of strong ground motion in future earthquakes, and appropriate measures should be taken to allow for this.
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1. Introduction
In plate subduction zones, large interplate earthquakes occur repeatedly at the interface between subducting oceanic, and overriding continental, plates. An interplate earthquake occurs when the shear stress on the plate interface caused by plate subduction reaches its frictional strength.
Through detailed analyses of seismic waves, we observed that coseismic slip distribution is not uniform in the source area. Based on such an observation, Lay and Kanamori (1981) proposed the asperity model. They called the region in which a large fault slip occurs an “asperity,” and assumed that seismic energy is released mainly in these asperities.
Around the Japan arc, many large interplate earthquakes have struck along the Japan Trench and the Suruga-Nankai Trough, occurring every several decades. Nagai et al. (2001) found that the 1968 Tokachi-Oki earthquake and the 1994 Sanriku-Haruka-Oki earthquake had a large fault slip in the same region of the plate interface. Recently, Moreno et al. (2010, 2012) determined that the Maule (Chile) earthquake of February 27, 2010, ruptured a seismic gap of the Andean subduction zone megathrust. These results suggest that asperities are persistent through time and that the asperity distribution represents the spatial heterogeneity of frictional strength on the plate interface. Thus, a knowledge of the spatial distribution of asperities on the plate interface is fundamental information for studying interplate earthquakes.
Asperity distribution on the plate interface can be inferred in various ways. Seismologically, asperities are identified as large slip patches on the source fault inferred from the analysis of seismic waveforms (e.g., Kikuchi et al., 2003). This is a standard method for estimating asperity distribution, but it is not applicable to cases where no seismological records exist. Conversely, geodetic investigations can provide independent information about asperities. For the transform fault, Harris and Segall (1987) inverted the geodetic observation data around the San Andreas fault to determine the buried slip on the fault. For the subducting plate interface, Yoshioka et al. (1993) developed a geodetic data inversion method that uses the interseismic crustal deformation rate to estimate the interplate coupling distribution. The interplate coupling is represented by slip deficit, which is the difference between the long-term relative displacement rate on the plate interface, reflecting the plate motion, and the actual relative displacement rate, reflecting interplate locking. Slip deficit inversion has been widely applied to precise geodetic data obtained by GPS measurements (e.g., Ito et al., 1999; Sagiya, 1999; Ohta et al., 2004). However, it should be noted that slip deficit distribution is a kinematic description of the plate boundary process, unlike asperity distribution that reflects the mechanical heterogeneity on the plate interface. A quantitative comparison between slip deficit and asperities has not been conducted so far.
In this study, we evaluate the relation between the asperity distribution and the slip deficit distribution in a quantitative manner. For this purpose, we calculate the theoretical slip deficit distribution for a given asperity distribution. Then, we synthesize surface displacement data and analyze them to estimate the slip deficit distribution. Next, we conduct a quantitative comparison between the assumed asperity distribution and the estimated slip deficit distribution; hence, we can determine the difference in size and position on the plate interface between the true asperity and the estimated slip deficit. Asperity size is important information for predicting the magnitude of future earthquakes. The position of the asperity affects the strong ground motion prediction, since seismic waves attenuate rapidly with the distance between the observation site and the asperity.
In Section 2, we formulate the problem. Then, we examine several numerical examples in Section 3, and discuss the results in Section 4, followed by conclusions in Section 5.

2. Method for Numerical Simulation and Analysis
2.1 Forward simulation
According to Savage (1983), the down-dip component of the relative displacement rate on the plate interface Δw(x, t) is represented as the sum of the steady relative plate convergence rate v
                    pl
                   and its perturbation term Δw
                    s
                  (x, t):[image: A40623_2015_650040311_Equ1.gif]

 (1)

Here, x denotes an arbitrary point on the plate interface and t denotes the time with an appropriate reference. Only the down-dip component is considered in our study. We call Δw
                    s
                  (x, t) the slip deficit rate hereafter. The slip deficit rate changes in both space and time, reflecting the coupling status on the plate interface. During the interseismic time period, the plate interface is locked in, and around, the asperities, and the relative displacement between the subducting oceanic plate and the overriding continental plate does not increase in time, causing negative Δw
                    s
                  (x, t). The shear stress accumulation rate arising from the interplate slip is expressed as:[image: A40623_2015_650040311_Equ2.gif]

 (2)

Here, H(x,t;ξ,τ) denotes the stress response function representing the shear stress at point x because of a unit slip at point ξ. The spatial integral on the right-hand side is applied over the whole plate interface. The steady plate motion determines the basic stress level. Conversely, slip deficit causes stress perturbation from the basic level. Thus, the stress change rate owing to plate motion is expressed as:[image: A40623_2015_650040311_Equ3.gif]

 (3)

The derivation of H(x; ξ) is given in the Appendix. A fault slip on the plate interface occurs satisfying the constitutive relation between the fault slip and shear stress. In general, the constitutive relation is expressed as follows:[image: A40623_2015_650040311_Equ4.gif]

 (4)

Combining Eqs. (1), (3), and (4), the slip deficit and shear stress distribution on the plate interface can be calculated numerically.
Since we are dealing with interseismic crustal deformation in this study, we assume that the slip rate is zero inside the asperity and that the shear stress does not accumulate outside the asperity. Therefore, the problem is reduced by solving the coupled equation system (1) and (3) with the following constraints:[image: A40623_2015_650040311_Equ5.gif]

 (5)

[image: A40623_2015_650040311_Equ6.gif]

 (6)

and Eqs. (5) and (6) are the most simple formulations of frictional heterogeneity of the plate interface. To consider the frictional property of the plate interface more carefully, the slip weakening friction law (Carlson et al., 1991), or the rate and state dependent friction law (Dieterich, 1979; Ruina, 1983), can be brought to bear. However, these friction laws have many parameters in their formulation, causing a complication of the problem. Since the relation between the mechanical and the kinematic interplate coupling is discussed in this study, we assume Eqs. (5) and (6) as the frictional constitutive relation of the plate interface for simplicity. The conclusion may not be significantly affected by a choice of friction model.
In order to solve the coupled equation system (1) and (3) numerically, we discretize these equations in space. We divide the model plate interface into N small subfaults:[image: A40623_2015_650040311_Equ7.gif]

 (7)
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 (8)

where H
                    j
                   (x
                    i
                   ) is the integral of the stress response function for subfault j,[image: A40623_2015_650040311_Equ9.gif]

 (9)

These equations are written in matrix form as:[image: A40623_2015_650040311_Equ10.gif]

 (10)
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with[image: A40623_2015_650040311_Equ12.gif]

 (12)
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Dividing the fault elements into the asperity (subscripted with “a”) and non-asperity (subscripted with “b”), Eqs. (10) and (11) are combined as:[image: A40623_2015_650040311_Equ17.gif]

 (17)

Here, Δw
                    a
                   = 0 and Δσ
                    b
                   = 0 refer to the constraints expressed by Eqs. (5) and (6). The solution of the slip distribution for a given plate velocity v
                    pl
                   can be calculated as:[image: A40623_2015_650040311_Equ18.gif]

 (18)

and[image: A40623_2015_650040311_Equ19.gif]

 (19)


Once the slip deficit distribution on the plate interface is derived from Eqs. (10) and (18), we can compute the surface displacement rate field u
                    i
                   (i = x, y, z) using the following equation:[image: A40623_2015_650040311_Equ20.gif]

 (20)

Here, U
                    i
                   denotes the response function representing the i -component of the displacement at x on the ground because of a unit fault slip at ξ on the plate interface. In this study, we use the analytical solution for an elastic half-space derived by Okada (1992) for U
                    i
                  .

2.2 Inversion analysis
To estimate the slip deficit rate distribution on the plate interface from the synthetic surface displacement data, we used the inversion technique developed by Yabuki and Matsu’ura (1992). Although their method is for the coseismic crustal deformation and the slip distribution due to an earthquake, it can be applied to the interseismic crustal deformation and the slip deficit distribution (Yoshioka et al., 1993). In this section, we briefly describe the inversion method used in this study.
Letting the interseismic displacement rate at each station d, parameter of the slip deficit rate distribution a, and design matrix H, the observation equation is constructed as follows:[image: A40623_2015_650040311_Equ21.gif]

 (21)

Assuming that the observation error e follows the normal distribution with the variance-covariance matrix E, the observation equation is written in the form of the probability density function as:[image: A40623_2015_650040311_Equ22.gif]

 (22)

where σ2 represents a hyperparameter representing the error level. In addition, the prior information on the roughness of the slip deficit rate distribution is also written in the form of a probability density function:[image: A40623_2015_650040311_Equ23.gif]

 (23)

where ρ2 represents a hyperparameter representing the weight of the prior information, P is the rank of the matrix G, ǁΛ
                    P
                  ǁ represents the absolute value of the product of the non-zero eigenvalues of G.
In this study, the slip deficit rate distribution on the plate interface is composed as the superposition of equally-spaced B-spline functions (Cox, 1972; de Boor, 1972). Therefore, the design matrix H in Eq. (21) consists of the elastic response and the B-spline function. On the other hand, the roughness of the slip deficit rate distribution is measured by its second-order derivatives, so that the matrix G consists of the second-order derivatives of B-spline functions.
Finally, the ratio of hyperparameters σ2 and ρ2 are determined by minimizing the Bayesian information criterion (ABIC) proposed by Akaike et al. (1980),[image: A40623_2015_650040311_Equ24.gif]

 (24)

generating the best estimation of the parameter a.


3. Model Setup and Results
3.1 Common conditions and terminology
We present several numerical examples in this section. The following are the common conditions for all these cases. Lamé’s constants representing the elasticity of the crust are λ = 40 GPa and μ = 40 GPa. The plate subduction rate is 5 cm y−1. Random errors following the normal distribution with zero mean are added to the synthesized surface displacement data. The amount of standard deviation for the vertical component is twice that for the horizontal component.
For the discussion, we define the term “moment deficit rate” or MDR, which means the moment of the slip deficit rate on the plate interface. After this section, we often use three species of MDR: (a) “Asperity MDR” is the product of rigidity, asperity area, and the steady plate convergence rate. It corresponds to the seismic moment accumulation rate by the true coupled area. (b) “Simulated MDR” is the moment of the simulated slip deficit rate distribution on the plate interface. (c) “Estimated MDR” is the moment of the slip deficit rate distribution estimated by the geodetic data inversion analysis.

3.2 Case 1: Isolated circular asperity
As a basic case, we assume a single circular asperity with a diameter of 20 km isolated at the center of the model plate interface. The model plate interface is 60 km wide and long. Figure 1 shows the assumed location of the model plate interface and the surface displacement rate observation points. Figure 2 shows the assumed asperity distribution on the model plate interface. The asperity MDR in Fig. 2 is 6.32 × 1017 N m y−1.[image: A40623_2015_650040311_Fig1.jpg]
Fig. 1.The assumed location of the plate interface and surface displacement observation points. Black triangles indicate the observation points. The white arrow on the plate interface indicates the direction of plate subduction. In this study, it is parallel and opposite to the W axis.



[image: A40623_2015_650040311_Fig2.jpg]
Fig. 2.Asperity distribution on the plate interface. The white area corresponds to the asperity. The gray area corresponds to the non-asperity region. The vertical axis is directed upward along the fault plane. M is the MDR predicted from the asperity area and the plate convergence rate.




Figure 3(a) shows the simulated slip deficit rate distribution for the circular asperity in Fig. 2. The slip deficit clearly appears not only in the asperity region but also around the asperity. The simulated MDR in Fig. 3(a) is 2.44 × 1018 N m y−1. Figure 3(b) shows the surface displacement field calculated from the slip deficit distribution shown in Fig. 3(a).[image: A40623_2015_650040311_Fig3.jpg]
Fig. 3.(a) Calculated slip deficit rate distribution normalized by the steady plate subduction rate on the plate interface. The contour interval is 0.25. M is the simulated MDR. (b) Surface displacement rate synthesized from the slip deficit distribution rate on the plate interface. Arrows show the direction and size of the horizontal components, while triangles show the size of the vertical components. All of the vertical components are positive (uplift) in this result.




We apply the inversion analysis to the synthesized data (Fig. 3(b)). Figure 4(a) shows the estimated slip deficit distribution without noise. Compared with the true distribution, the estimated slip deficit distribution is wider, and its weighted center is slightly shifted. The estimated MDR is 2.71 × 1018 N m y−1, an 11% overestimate of the simulated MDR. Figure 4(b) shows the estimated slip deficit distribution with small random errors. A standard deviation of 2 mm y−1 for the horizontal component, and 4 mm y−1 for the vertical component, is assumed. The estimated MDR is 2.65 × 1018 N m y−1 in this case. Figure 4(c) shows the estimated slip deficit distribution with random errors whose standard deviations are twice as large as those for the case in Fig. 4(b). For this estimated slip deficit distribution, the estimated MDR is 2.60 × 1018 N m y−1. From these inversion results, we conclude that the estimated MDR is not very sensitive to the amount of random error.[image: A40623_2015_650040311_Fig4.jpg]
Fig. 4.The slip deficit rate distribution normalized by the steady plate subduction rate on the plate interface estimated from the synthetic surface displacement rate, (a) without noise, (b) with random errors, and (c) with larger random errors. The contour interval is 0.25. M is the estimated MDR.




In Fig. 4, it should be noted that the spatial distribution of the slip deficit for the error-free inversion result is deformed, while that with some error is almost circular. This implies that the realistic spatial distribution of the slip deficit rate cannot be detected; nevertheless, the observation data has enough accuracy if the physical model is not accurate. As an example of a similar problem, Yagi and Fukahata (2008) pointed out the importance of a non-diagonal component of the variance-covariance matrix in the maximum likelihood method. However, it is now difficult to retrieve the full variance-covariance matrix, so that the variance-covariance matrix is often assumed as a diagonal matrix for simplicity.

3.3 Case 2: Multiple asperities
In this section, we evaluate the relation between the seismic moment, which is calculated as the product of the asperity area and the plate convergence rate, and that estimated from geodetic data inversion. For this purpose, we conduct a series of forward calculations of surface displacement rates from randomly-distributed asperities, and inversion analysis to estimate the slip deficit rate distribution. In each case, the forward calculation and the inversion analysis are conducted as follows: (i) α is defined as the ratio of the asperity area to the source region where asperities are allowed to exist. The asperity distribution is generated by using random numbers so that the whole asperity area becomes α× (area of the source region). (ii) The slip deficit distribution rate is calculated based on the generated asperity distribution. (iii) The surface displacement rate is calculated based on the slip deficit rate distribution on the plate interface. (iv) Random errors following a normal distribution with a standard deviation of 2 mm y−1 for the horizontal components, and 4 mm y−1 mm for the vertical components, are added to the synthesized surface displacement data. (v) A geodetic data inversion method is applied to the synthetic data and the slip deficit rate distribution on the plate interface is estimated.
The asperity distributions are made by generating circles with a diameter of 30 km in the source region that allow overlaps. Figure 5 shows the location of the model plate interface and the surface displacement observation points. Figure 6(a) shows the source region on the model plate interface. Figures 6(b) and (c) show examples of the asperity distribution for α = 0.1 and α = 0.5, respectively.[image: A40623_2015_650040311_Fig5.jpg]
Fig. 5.The assumed location of the plate interface and the surface displacement observation points. Black triangles indicate the observation points. The white arrow on the plate interface indicates the direction of plate subduction. In this study, it is parallel and opposite to the W axis. D is the distance between the observation network and the trench axis.



[image: A40623_2015_650040311_Fig6.jpg]
Fig. 6.(a) The source region in which an asperity is allowed to exist on the plate interface. Circular asperities with a diameter of 30 km are allowed to exist in the white area. (b) An example of the asperity distribution for α = 0.1 and (c) α = 0.5.




We conducted 100 forward simulations, as well as an inversion analysis for 10 cases with α = 0.1, 0.2, 0.3,…, 1.0; hence, a total of 1000 cases. In the case of α = 1.0, only one asperity distribution exists, but random errors for the surface displacement data were generated 100 times.
Figure 7 shows the relation between the asperity MDR and the estimated MDR. We observed that the smaller the asperity area, the larger is the overestimation of the MDR. Another important conclusion from Fig. 7 is that no detection of slip deficit from the geodetic inversion implies virtually no asperity.[image: A40623_2015_650040311_Fig7.jpg]
Fig. 7.The relation between the asperity MDR and the simulated and estimated MDR. Error bars denote the range of the MDR. In each group, the symbols are plotted separated for clarity although they have the same value of the asperity MDR. The straight line is proportional to a slope of 1.




Seismic waves attenuate rapidly with distance from the seismic source. Since earthquakes are expected to occur at the asperity, it is important for the prediction of strong ground motion resulting from these earthquakes to determine the distance between the observation site and the asperity. Therefore, we checked the relation between the weighted center of the assumed asperity distribution and that of the slip deficit distribution. The weighted center x
                    w
                   is defined as:[image: A40623_2015_650040311_Equ25.gif]

 (25)

where ρ(x) is the distribution of the asperity or the slip deficit rate. The integral is applied over the whole plate interface. Although the weighted center is given in a vector form, we focus only on its down-dip component (W-component) because the distance between the observation site and the asperity is considered here. Figure 8 shows the relation between the weighted center of the assumed asperity and that of the slip deficit distribution for the case of D = 100 km (see Fig. 5). Larger values indicate a greater distance from the observation network. According to Fig. 8(b), distances between asperities at less than W = 80 km and the observation network are overestimated, and vice versa. In this case, it is likely that the geodetically-estimated slip deficit location is shifted from the asperities toward the network.[image: A40623_2015_650040311_Fig8.jpg]
Fig. 8.(a) The relation between the weighted center of assumed asperity and that of the calculated slip deficit rate. (b) The relation between the weighted center of assumed asperity and that of the slip deficit rate estimated from the synthetic surface displacement data. (c) The relation between the weighted center of estimated slip deficit distribution and the assumed slip deficit distribution. These figures are for D = 100 km. The straight line is proportional to a slope of 1.




In Fig. 8(a), we can see that the weighted center of the theoretical slip deficit rate generally does not agree with that of the assumed asperity. Conversely, Fig. 8(c) shows that the weighted center of the slip deficit can be estimated approximately by geodetic data inversion. Therefore, the geodetic data inversion shows the correct slip deficit distribution while the asperity distribution may not be estimated correctly. We also compared the weighted center of the estimated slip deficit and the assumed asperities for a different distance D between the observation network and the trench axis. According to the results shown in Fig. 9, the difference between the weighted center of the true asperity distribution, and that of estimated slip deficit, does not have a strong dependence on D. This conclusion holds even if the observation network is located above the plate interface, as is demonstrated in the case of D = 50 km.[image: A40623_2015_650040311_Fig9.jpg]
Fig. 9.The variation of the weighted center of the estimated slip deficit at a distance D between the trench axis and the observation network. The straight line is proportional to a slope of 1.





3.4 Case 3: Application to real situations
As an actual case, we applied the analyses described above to the seismogenic regions off the coasts of Tohoku and Nankai, Japan. The Pacific plate off the Tohoku district is subducting under the North American plate. Many large interplate earthquakes have occurred on the subducting plate interface. Most of these earthquakes had a magnitude of 7–8 and a recurrence period of a few decades or centuries; however, on March 11, 2011 a Mw 9.0 great earthquake occurred off the Pacific coast of Tohoku. Conversely, the Philippine Sea plate is subducting under the Eurasian plate from the Nankai Trough along the Nankai district. Unlike the region off Tohoku, few small earthquakes occur in this area but many great earthquakes over Mw 8 have occurred in the area with a recurrence period of 100–150 years.
3.4.1 The seismogenic region off Tohoku
Figure 10 shows the location of the Tohoku district and the off Tohoku seismogenic region. The estimated slip deficit rate distribution and the observed and reproduced velocity are also shown in the figure. In this section, an inversion analysis is conducted using the rate of change of the baseline length, which is defined by the edges of the Delaunay triangles connecting the GPS stations. Although the Delaunay triangulation does not lead to linearly-independent baseline rates, we regarded them as a linearly-independent data set for simplicity. It may not significantly affect the conclusion since it is merely a practical problem. The slip deficit rate north of the broken line in Fig. 10 is used for the calculation of the MDR. The assumed seismic fault on the plate interface is 510-km long and 210-km wide. The strike and dip angles are 195° and 13°, respectively. The plate convergence rate is assumed to be 8 cm y−1. The MDR was estimated at 1.8 × 1020 N m y−1. The result shown in Fig. 10 is consistent with previous studies (e.g., Nishimura et al., 2004; Hashimoto et al., 2009). We also conducted a series of forward simulations of the surface displacement rate and inversion analysis to estimate the slip deficit rate distribution as in Subsection 3.3. Figure 11 shows the relation between the asperity MDR and the estimated MDR. The MDR estimated from the real geodetic data lies at the middle of the curve in Fig. 11, representing a moderate coupling ratio. According to Fig. 11, the asperity MDR may be approximately 0.7–1.5 × 1020 N m y−1. According to Ito et al. (2011), a seismic moment of 4.1 × 1022 N m (Mw = 9.0) was released in the 2011 earthquake off the Pacific coast of Tohoku. It is comparable with 270–570 years accumulation of the regular seismic moment corresponding to the asperity area. However, the accumulated seismic moment is released not only by the Mw 9 earthquake but also by earthquakes under Mw 9 and by aseismic slips in this region (see Kawasaki et al., 2001). Including these effects, the recurrence period of the Mw 9 earthquake is longer than stated above. If the MDR of this region and the history of past Mw 9 earthquakes had been revealed, the potential for the Mw 9 earthquake in this region, such as the 2011 earthquake, might have been predicted.[image: A40623_2015_650040311_Fig10.jpg]
Fig. 10.The location of the Tohoku district of Japan and the seismogenic region off Tohoku. The rectangle indicates the seismic fault model used for the forward simulation and inversion analysis. Black arrows indicate the estimated slip deficit rate distribution by geodetic data inversion. Gray and white arrows indicate the horizontal velocity vectors at GPS stations relative to a reference point for the interseismic calm period 1996–2000 and those reproduced from the estimated slip deficit rate distribution. Solid lines connecting the GPS stations define the Delaunay triangles.



[image: A40623_2015_650040311_Fig11.jpg]
Fig. 11.The relation between the asperity MDR and the simulated and estimated MDR for the seismogenic region off Tohoku. Error bars denote the range of the MDR by asperity distribution. The straight line is proportional to a slope of 1.




The result of the inversion analysis may change depending on the regularizing function, the boundary condition of the slip deficit, manipulation of the viscoelastic effect, and so on. However, the effect of a choice of the inversion method is not important in this study, since we discuss the relation between the mechanical coupling of the plate interface and the slip deficit estimated in a kinematic manner. In this study, we used the method developed by Yabuki and Matsu’ura (1992) as one of the most popular inversion methods.

3.4.2 The Nankai seismogenic region
Figure 12 shows the location of the Nankai seismogenic region. As in the case of the Tohoku district, the estimated slip deficit rate distribution and the observed and reproduced velocities are shown (Fig. 12). The solid lines connecting the GPS stations define the edges of the Delaunay triangles. The slip deficit rate on the west of the broken line in Fig. 12 is used for the calculation of the MDR. The assumed seismic fault on the plate interface is 350-km long and 150-km wide. The strike and dip angles are 248° and 14°, respectively. The plate convergence rate is assumed to be 6 cm y−1. Using the real geodetic data, the estimates for the slip deficit rate distribution are shown in Fig. 12. The estimated MDR is 6.7 × 1019 N m y−1 in this case. The results shown in Fig. 12 are consistent with previous studies (e.g., Miyazaki and Heki, 2001). We conducted a series of forward simulation and inversion analysis, similar to those for the region off Tohoku. The results are shown in Fig. 13. The MDR estimated from the real geodetic data lies almost on top of the curve in Fig. 13. The results indicate that the asperity MDR may be greater than approximately 3.6 × 1019 N m y−1. In this case, the degree of interplate coupling—whether it is moderate, or reaches almost complete locking—cannot be determined because the curve in Fig. 13 has a small derivative near the MDR estimated from the real geodetic data. The estimated MDR is systematically underestimated for the Nankai earthquake in this study because the seismic moment calculation area occupies about 80% of the Nankai seismogenic region. Therefore, the true MDR is slightly greater than the estimated MDR. For example, if the real MDR is 5 × 1019 N m y−1, an Mw 8.4 earthquake will develop over 100 years. This estimation is consistent with moment magnitudes of past Nankai earthquakes. The agreement between the moment magnitudes of past Nankai earthquakes and those estimated from the geodetic data corresponds with our knowledge that very few smaller earthquakes occur in this region around the time of the Mw 8 Nankai earthquakes.[image: A40623_2015_650040311_Fig12.jpg]
Fig. 12.The location of the Nankai seismogenic region. The rectangle indicates the seismic fault model used for the forward simulation and inversion analysis. Black arrows shown in the lower rectangle indicate the estimated slip deficit rate distribution by geodetic data inversion. Gray and white arrows indicate the horizontal velocity vectors at the GPS stations relative to a reference point for the interseismic calm period of 1996–2000 and those reproduced from the estimated slip deficit rate distribution. Solid lines connecting the GPS stations define the Delaunay triangles.



[image: A40623_2015_650040311_Fig13.jpg]
Fig. 13.The relation between the asperity MDR and the simulated and estimated MDR for the Nankai seismogenic region. Error bars denote the range of the MDR by asperity distribution. The straight line is proportional to a slope of 1.




The estimated MDR is evidently smaller than simulated MDR in Figs. 11 and 13, while they are close enough in Fig. 7. That is because the change rate of baseline length is used as the observation data in Subsection 3.4, while the displacement rate is used as the observation data in Subsection 3.3. The displacement pattern due to the interplate coupling is as shown in Fig. 14. When using the change rate of baseline length as the observation data, the absolute level of the displacement rate is not taken into account, causing the underestimation of the MDR. The narrower is the observation network, the more notably this effect appears. So that the difference between simulated and estimated MDR is smaller for the Nankai seismogenic region than for the off Tohoku region, since the observation network of the Nankai region covers a broader area up to the convergence of the displacement field.[image: A40623_2015_650040311_Fig14.jpg]
Fig. 14.Schematic diagram of the plate subduction zone and the distribution of interseismic displacement rate due to the interplate locking.







4. Discussion
First, we compare the asperity MDR, simulated MDR, and estimated MDR. According to the results in Subsection 3.2, the simulated MDR and the estimated MDR are relatively close, while the asperity MDR is evidently smaller. The result in Subsection 3.3 also shows the same tendency, and does not depend on the distance between the observation network and the plate interface. The reason for the simulated MDR being greater than the asperity MDR is that the slip deficit, because of the plate motion, is generated not only in the asperity but also around the asperity. The closeness between the simulated and estimated MDR means that the overall amount of slip deficit can be estimated correctly, while the difference between the asperity MDR and the estimated MDR indicates that the true amount of interplate coupling is overestimated by the geodetic data inversion. Asperity is considered to have a frictional property of the slip-weakening type, while non-asperity areas are characterized by slip-strengthening friction. According to the rate and state dependent friction law, their behavior corresponds to the negative and positive value of the parameter a − b (see Ruina, 1983), respectively. Assuming that high-speed fault rupture occurs only in the asperity and will stop when the fault rupture reaches the surrounding area, the difference between the asperity MDR and the estimated MDR indicates that the seismic moment of the earthquake generated at that asperity is overestimated by the geodetic data inversion. The remaining seismic moment would probably be released by a slow slip process, with a significant portion of this slip occurring during postseismic, or interseismic, periods. This assumption stands for an extreme case, fault rupture may also occur in a part of non-asperity in fact; even so, we can say that geodetic inversion of interseismic crustal deformation tends to overestimate the seismic moment of future earthquakes.
As discussed in Subsection 3.4, in general, the MDR may be overestimated from real geodetic data. In the case of largely-estimated MDR, we cannot determine whether the asperity area is moderate, or almost complete locking. The Nankai district of Japan corresponds to this case. In contrast, seismic moment curves like those in Figs. 7, 11, and 13, suggest that asperity does not exist on the plate interface when no slip deficit is detected by geodetic data inversion. For example, GPS observations have revealed an oceanward motion of the coastal area of the Ryukyu Trench, off southern Kyushu Island, Japan (Imanishi et al., 1996; Kotake et al., 1998). Figure 15 shows the location of the Ryukyu Trench and some tectonic settings. The orientation of this motion is opposite to the Philippine Sea plate subduction. Such an oceanward motion cannot be explained by interplate coupling between the subducting Philippine Sea plate and the overriding Eurasian plate. Thus, this region is a potential case of minimal interplate coupling. For Nankai, Tohoku, and Ryukyu districts, the MDRs are estimated as large, moderate, and small values, respectively, indicating the possibility of maximum asperity in those areas. Each relation corresponds to the degree of interplate coupling; however, this is not clear in the Nankai seismogenic region. These results reflect the spatial variety of interplate coupling among each subduction zone. When estimating the seismic hazard of the plate interface, the dispersion of the seismic moment often becomes a problem. Applying a series of forward simulation and inversion analysis to the objective seismogenic region, the dispersion of seismic moment can be estimated quantitatively. In addition, the degree of interplate coupling may be revealed by comparing the MDR estimated from real geodetic data with the numerical analysis described in this study.[image: A40623_2015_650040311_Fig15.jpg]
Fig. 15.The location of the coastal area of the Ryukyu Trench. The black arrows indicate the direction of displacement during 2006 observed by GPS. The gray arrows indicate the relative motion of the Philippine Sea plate with respect to the Eurasian plate. The relative plate motion is calculated based on Sella et al. (2002).




As shown in Figs. 10 and 12, the slip deficit rate is estimated to be small near the trench. In these parts, the solution of the slip deficit rate is strongly influenced by the boundary condition. However, the geodetic data inversion method has a poor resolution near the trench area because of the large distance from the observation network. Therefore, interplate coupling occurring offshore cannot be detected accurately, even though such motion can generate strong and destructive tsunamis.

5. Conclusion
We evaluated the physical state of the plate interface estimated from the interseismic crustal deformation rate, combining the forward simulation of crustal deformation because of plate subduction and geodetic data inversion analysis. Significant results obtained here are as follows: (1) the slip deficit distribution on the model plate interface can be estimated with some accuracy although the spatial resolution is limited. The estimated moment deficit rate (MDR) is larger than that expected from the asperity distribution. This could lead to an overestimation of the seismic moment of a future earthquake. The tendency to overestimate the MDR is strong when the asperities occupy a small area on the plate interface. In the opposite sense, if no slip deficit is detected by geodetic data inversion, there is no asperity on the plate interface. (2) The weighted center of the slip deficit often does not agree with that of the asperity distribution. Since seismic waves attenuate with distance from the seismic source, the difference between the weighted center of the asperity distribution and that of the estimated slip deficit distribution may cause an inaccuracy in predicting strong ground motion by a future earthquake. (3) A variation in the interplate coupling among the subduction zones off Tohoku, Nankai, and Ryukyu were revealed. We conducted a series of forward simulation and inversion analyses, and found the relation between the estimated MDR and the true asperity area for each subduction zone. Comparing this with the MDR estimated from real geodetic data, moderate and almost complete locking of the plate interface was confirmed for the seismogenic regions off Tohoku and Nankai, respectively.
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Appendix A. Derivation of the Shear Stress Response Function
In this appendix we give the derivation of the stress response function H(x;ξ) used in Subsection 2.1.
Since H(x;ξ) represents the down-dip component of the stress vector, it is given as a product of the transpose of the unit vector along the subduction direction v
                    T
                  (x), stress tensor H(x; ξ), and unit normal vector of the plate interface n(x):[image: A40623_2015_650040311_Equ26.gif]

 (A.1)

Assuming the substratum is an isotropic linear elastic body, the relation between the i j-component of the stress tensor and the internal deformation is given as:[image: A40623_2015_650040311_Equ27.gif]

 (A.2)

where δ
                    ij
                   is Kronecker’s delta, λ and μ are Lamé’s constants, and U
                    i
                  (x; ξ) is the i-component of displacement at x due to a unit fault slip at ξ, respectively. The detailed expressions of ∂U
                    i
                   (x; ξ)/∂x
                    j
                   are given in Okada (1992).
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