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Abstract
One of the primary goals of the Swarm multisatellite mission is to determine the 3-D distribution of electrical conductivity in the Earth’s mantle. This paper presents an inversion method based on direct integration of magnetic fields in the time domain, and using the adjoint solution for fast evaluation of data sensitivities to model perturbations. Two tests of the method are presented. The first one is using a 3-D checkerboard conductivity model and noise-free synthetic data. The second test is based on the closed-loop simulation of Swarm mission, including recovery of external and induced fields from simulated data along satellite tracks, and realistic noise estimates.
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1. Introduction
The method of electromagnetic (EM) induction has long been a standard geophysical tool used to study the electrical conductivity of the Earth (Lahiri and Price, 1939; Banks, 1969). On a planetary scale, long-period data (in the period range from few hours to years) from permanent geomagnetic observatories have been traditionally used in 1-D inversions for depth-dependent mantle conductivity structure. Availability of new geomagnetic measurements from low-altitude satellites and from the expanding observatory network has also inspired development of fully three-dimensional (3-D) techniques (Koyama et al., 2006; Kelbert et al., 2008, 2009; Shimizu et al., 2010; Tarits and Mandea, 2010; Kuvshinov and Semenov, 2012; Semenov and Kuvshinov, 2012). Thorough reviews of recent advancements in the area of global EM induction are presented by Kuvshinov (2008, 2012).
Most of these methods work in the frequency domain, for which the EM induction equation is solved at discrete time-harmonics. The time-domain approaches introduced by Hamano (2002) and Velímský and Martinec (2005) allow to model EM induction due to transient excitation. This paper presents the development of a 3-D time-domain inversion scheme tailored for the upcoming Swarm multisatellite mission as part of the Swarm Satellite Constellation Application and Research Facility (Olsen et al., 2013, SCARF). The algorithm uses the time-series of external field Gauss coefficients, and their induced counterparts, obtained by the comprehensive inversion (Sabaka et al., 2013, CI) of Swarm satellite and ground observatory data, and inverts them in terms of 3-D electrical conductivity structure in the Earth’s mantle.
The key features of the algorithm are described in Section 2. The results of two basic tests of the method: a noise-free checkerboard test demonstrating the spatial resolution under ideal conditions, and a closed-loop test allowing for direct comparison with the complementary frequency-domain chain (Püthe and Kuvshinov, 2013, 3FDI), are presented in Section 3. In the last section, the results, and outlooks for further development of the method are summarized.
Electrical resistivity ρ is used throughout Section 2 to allow simple notation in the B-field formulation, and to preserve compatibility between the manuscript and the actual software implementation. Electrical conductivity σ = 1/ ρ is preferred in Section 3, discussions, and plots for easy comparison with the accompanying paper (Püthe and Kuvshinov, 2013).

2. Inverse Modelling in the Time Domain
2.1 Forward problem
A detailed description of the forward solver used in this work is given by Vel#x00ED;mský and Martinec (2005). Here we give only a brief overview.
The magnetic field B(r; t) inside a conductive, nonmagnetic, solid spherical Earth of radius a with three-dimensional, isotropic distribution of electrical resistivity ρ (r) > 0, and under the magneto-quasistatic approximation (σ ≫ ωϵ), is subject to the induction equation,[image: A40623_2015_Article_6501101239_Equ1.gif]

 (1)

Here r = (r, Ω) = (r, ϑ, φ) is the position vector described by radius, colatitude, and longitude in spherical coordinates, t is time, and μ0 is the magnetic permeability, assumed to be that of non-magnetic geomaterial in the scope of global EM induction problem. The magnetic field in the insulating atmosphere above the conductive sphere, but below the region of magnetospheric electric currents (which are present at radial distances greater than some radius b) is described by scalar magnetic potential U (r; t),[image: A40623_2015_Article_6501101239_Equ2.gif]

 (2)

The potential satisfies the Laplace equation,[image: A40623_2015_Article_6501101239_Equ3.gif]

 (3)

and therefore can be written in terms of infinite series of real, fully normalized spherical harmonic functions [image: A40623_2015_Article_6501101239_IEq1.gif],[image: A40623_2015_Article_6501101239_Equ4.gif]

 (4)

The setup of the problem doesn’t take into account ionospheric electric currents flowing above the Earth’s surface, but below the satellite orbit, and their induced counterparts in the Earth (Kuvshinov, 2008, and references therein). These signals must be modelled separately, and subtracted from the magnetic field in the preprocessing, making use of linearity of the induction equation (1). This approach is indeed applied in the CI processing of satellite data (Sabaka et al., 2013), which employs also the ground observatory data to resolve the ionospheric currents from the induced currents.
The time series of coefficients [image: A40623_2015_Article_6501101239_IEq2.gif], and [image: A40623_2015_Article_6501101239_IEq3.gif] describe the spatio-temporal evolution of the primary magnetic field of the electric currents in the magnetosphere, and the secondary electric currents induced in the conductive Earth, respectively. They are related to the traditional set of Gauss coeffcients g
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                  , s
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                   in Schmidt’s semi-normalization (Langel, 1987) by equations,[image: A40623_2015_Article_6501101239_Equ5.gif]

 (5)

[image: A40623_2015_Article_6501101239_Equ6.gif]

 (6)

The series of coefficients, and therefore the summation in Eq. (4) is truncated at a finite degree jmax. Assuming con-tinutity of magnetic field B across the Earth’s surface r = a, and expressing B in the base of vector spherical harmonic functions combined with finite elements in the radial direction, the Eqs. (1)–(2) can be discretized and coupled. Given the resistivity ρ (r), and the source model [image: A40623_2015_Article_6501101239_IEq4.gif], the forward solution is integrated from the initial condition,[image: A40623_2015_Article_6501101239_Equ7.gif]

 (7)

to provide a time series of induced coefficients [image: A40623_2015_Article_6501101239_IEq5.gif].
The original approach to the integration introduced in Vel#x00ED;mský and Martinec (2005) was based on a semi-implicit scheme that treated implicitly the dominant effect of 1-D resistivity profile for stability, while the effects of lateral variations were taken from the previous time step. However, this approach yields large inaccuracies in the evaluation of data sensitivities based on the adjoint problem solution, as described in the next section. Therefore, a new version of the program was developed (Kuvshinov et al, 2010), based on an unconditionally stable, second-order accurate Crank-Nicolson integration scheme (Press et al, 1992, chapter 19). Such approach leads to a banded linear system of equations; however, the width of the band can become large since it depends on [image: A40623_2015_Article_6501101239_IEq6.gif]. Factorization of a large, wide-banded linear system, and its repeated solutions at each time step are CPU-intensive. They were therefore paralellized on a distributed-memory architecture, using the ScaLAPACK and MPI libraries (Blackford et al., 1997). The matrix structure invites paralellization by layers, where each computational node stores the matrix and solution for at least 4 adjacent layers. Therefore, for optimal efficiency, the total number of layers in the forward modelling should be divisible by 4.

2.2 Inverse problem
In order to formulate the inverse problem, the resistivity distribution in the Earth is first described by a finite number of model parameters. Spherical harmonic expansion in K discrete layers is used, following similar setup by Kelbert et al. (2008) and Püthe and Kuvshinov (2013),[image: A40623_2015_Article_6501101239_Equ8.gif]

 (8)

whereξ
                    k
                  (r) = 1 in the k-th layer, r
                    k
                   ≤ r ≤ rk+1,andiszero otherwise. Although this parameterization has no physical justification based on the likely geological processes in the mantle, detection of small-scale conductivity heterogeneities, such as related to the subducted crustal slabs in the mantle, is beyond the expected resolution of the Swarm dataset. Moreover, since the input data to the inverse problem are provided in the form of spherical harmonics, it is natural to choose the same basis also for the conductivity model. The coefficients [image: A40623_2015_Article_6501101239_IEq7.gif] are arranged into the model vector m of dimension M. Not necessarily all coefficients are included in m, and [image: A40623_2015_Article_6501101239_IEq8.gif]. At the start of the inversion process, selected coefficients can be set to a-priori values, and excluded from m. This allows for a flexible setup of the inverse problem, such as combination of layers with different lateral resolution, and uniform layers.
To solve the inverse problem, one seeks a model m̃λ that minimizes the penalty function[image: A40623_2015_Article_6501101239_Equ9.gif]

 (9)

where χ2(m) is the data misfit, λ is the regularization parameter, and R2(m) is the regularization term described in Subsection 2.3.
The data misfit χ2(m) measures the difference between the observed data, and data predicted by forward modelling for given model m. We define[image: A40623_2015_Article_6501101239_Equ10.gif]

 (10)

Symbols [image: A40623_2015_Article_6501101239_IEq10.gif], and [image: A40623_2015_Article_6501101239_IEq11.gif] denote the time series of external and internal field coefficients, provided in time interval (t0, t1) with their respective error estimates [image: A40623_2015_Article_6501101239_IEq12.gif]. They are obtained from the satellite data by the process of comprehensive inversion (Sabaka et al., 2013), which involves separation of fields of core, lithospheric, and magnetospheric origin, and their induced counterparts. Since this is basically a least-square fit of spherical harmonic coefficients into data along satellite tracks and on surface, the CI is capable of providing not only coefficient errors, but even full covariance matrices, including covari-ances between external and internal field coefficients.
The summation limits in Eq. (10) are the same as in Eq. (4). If a particular coefficient is not provided by the dataset, we set formally [image: A40623_2015_Article_6501101239_IEq13.gif] or [image: A40623_2015_Article_6501101239_IEq14.gif]. The [image: A40623_2015_Article_6501101239_IEq15.gif] coefficients are predicted by the forward solver for each particular model m. As for the external field which is required as the boundary condition for the forward solver, the obvious choice is setting [image: A40623_2015_Article_6501101239_IEq16.gif], independent of m, which also cancels the first part of integral in Eq. (10). This means that we assume perfect knowledge of the source field, and discard any information about its uncertainty provided by errors [image: A40623_2015_Article_6501101239_IEq17.gif]. The time interval (t0, t1) can span the entire duration of the mission or only selected subset. However, the initial time t0 at which the evaluation of misfit starts should be chosen at least few days later than the zero time of the initial condition (7) of the forward problem. In this way, the transient (switch-on) effect is minimized (Vel#x00ED;mský and Martinec, 2005; Vel#x00ED;mský et al., 2006).
Two additional properties of definition (10) are worth mentioning. Firstly, in the (however unlikely) case of error estimates independent of spherical harmonic degree and order, [image: A40623_2015_Article_6501101239_IEq18.gif], Eqs. (2) and (4) lead to[image: A40623_2015_Article_6501101239_Equ11.gif]

 (11)

where S = 4πa2 is the surface of the spherical Earth. Therefore, the data misfit corresponds to a dimensionless, weighted L2 norm of differences between the predicted and observed magnetic fields over the Earth’s surface and time. The presence of j, (j +1), and (2 j + 1) factors in Eq. (10) is thus justified. Secondly, a straightforward generalization of definition (10) that would take into account entire covariance matrices is possible. Use of the time-dependent co-variance matrices, or, at least, their diagonal parts [image: A40623_2015_Article_6501101239_IEq19.gif], allows selective downweighting of coefficients poorly constrained by the CI, i.e., due to temporary data gaps at individual satellites, or a particulary disadvantageous geometry of the satellite constellation. However, allowing for uncertainties in the external field would require its coefficients to be incorporated in the model vector m, and then recovered by the inversion jointly with the conductivity model.
Returning back to the problem of minimization of penalty function F(m; λ), several effective multidimensional algorithms, such as conjugate gradients or quasi-Newton method (Press et al., 1992, chapters 10.6–7), are based on the computation of the gradient of the function F (m; λ) in the space of model parameters,[image: A40623_2015_Article_6501101239_Equ12.gif]

 (12)


Effective evaluation of the first term is not trivial. The straightforward approach would be to solve 2M + 1 forward problems for small perturbations of the model m into each direction in the model space. Then, by numerical differentiation, we could obtain an approximation of [image: A40623_2015_Article_6501101239_IEq20.gif].
Here we use a different approach based on the adjoint method (McGillivray et al., 1994; Dorn et al., 1999; Fichtner, 2011). Direct differentiation of (10) yields[image: A40623_2015_Article_6501101239_Equ13.gif]

 (13)

The adjoint method allows us to evaluate [image: A40623_2015_Article_6501101239_IEq21.gif] without explicit knowledge of [image: A40623_2015_Article_6501101239_IEq22.gif]. It reduces the computational burden to the solution of one forward and one adjoint problem. Following a similar derivation as for the 2-D ax-isymmetric case (Martinec and Vel#x00ED;mský, 2009), we define the adjoint magnetic field [image: A40623_2015_Article_6501101239_IEq23.gif], and magnetic potential [image: A40623_2015_Article_6501101239_IEq24.gif], as solution of the adjoint problem[image: A40623_2015_Article_6501101239_Equ14.gif]

 (14)

[image: A40623_2015_Article_6501101239_Equ15.gif]

 (15)

[image: A40623_2015_Article_6501101239_Equ16.gif]

 (16)

The adjoint time, [image: A40623_2015_Article_6501101239_IEq25.gif], runs in the opposite direction to normal time, starting from the end of the dataset. The adjoint external field is given by the residua of the forward problem,[image: A40623_2015_Article_6501101239_Equ17.gif]

 (17)

and the initial condition for the adjoint field is[image: A40623_2015_Article_6501101239_Equ18.gif]

 (18)

Note that the system of Eqs. (14)–(16) is equivalent to the forward problem (1)–(3), and can be solved with the identical numerical technique. Also, Eq. (17) yields [image: A40623_2015_Article_6501101239_IEq26.gif], i.e., the adjoint source is compatible with the initial condition (18).
Application of the operator ∇
                    m
                   to Eq. (1), multiplication by [image: A40623_2015_Article_6501101239_IEq27.gif], integration over time interval (t0, t1) and volume of the sphere G, and finally, use of the Gauss theorem and integration per parts, yields after some algebra,[image: A40623_2015_Article_6501101239_Equ19.gif]

 (19)

Differentiating the resistivity with respect to any parameter [image: A40623_2015_Article_6501101239_IEq28.gif] is trivial,[image: A40623_2015_Article_6501101239_Equ20.gif]

 (20)

Integration of (19) is therefore straightforward with only one caveat. In order to know the adjoint solution [image: A40623_2015_Article_6501101239_IEq29.gif] at time [image: A40623_2015_Article_6501101239_IEq30.gif], Eq. (17) requires that the forward solution is known for all times [image: A40623_2015_Article_6501101239_IEq31.gif]. The forward and adjoint problems cannot be solved concurrently, the forward problem must be solved first, the entire solution B(r; t) stored, and then the time integration of Eq. (19) is performed together with the integration of the adjoint problem. The large memory requirements are handled by parallel distribution to the computational nodes, using the layer structure already established for the forward solver to minimize data transfers between nodes.

2.3 Regularization
The purpose of the regularization term is to control over-fitting of data by unrealistic, spurious oscillations of the resistivity model. Two regularizations were implemented, constraining the first and second derivative, respectively,[image: A40623_2015_Article_6501101239_Equ21.gif]

 (21)

[image: A40623_2015_Article_6501101239_Equ22.gif]

 (22)

Because the forward solver represents resistivity on a grid, the spatial derivatives in the regularizations (21)–(22) are evaluated numerically using a simple 3-point finite-difference stencil (Fornberg, 1996).
The trade-off between the data misfit χ2(m), and the regularization R2(m) in Eq. (9) is governed by the choice of the regularization parameter λ. The optimal value of λ is selected by an L-curve analysis (Hansen, 1992). A local minimum m̃λ of the penalty function F ( λ;m) is found for several values of λ. Then, the data misfit χ2(m̃λ) is plotted versus regularization R2(m̃λ), and the maximum inflection point λ̃ of the curve is found visually, using refined sampling of λ in its vicinity, as necessary. The corresponding model m̃λ then represents the solution of the regularized inverse problem.

2.4 Quasi-Newton minimization
Our implementation of quasi-Newton minimization closely follows the method described in Press et al. (1992, section 10.7). For a given λ, and starting model m0λ, the algorithm gradually builds an approximation of the inverse Hessian from the values of F(m
                      i
                    λ) and Δ
                    m
                  F(m
                      i
                    λ) using the Broyden-Fletcher-Goldfarb-Shanno formula. Line minimization along a given direction uses Brent’s method to proceed to the next iteration point mi + 1λ. The iteration terminates when the difference of two successive models mi + 1λ - m
                      i
                    λ, or the gradient Δ
                    m
                  F(m
                      i
                    λ) drops below a specified tolerance, or after a maximum number of iterations is reached. Experiments have shown that faster convergence is achieved when the initial model m0λ is chosen as the optimal result m̃λ′ from a run with stronger regularization, λ'′> λ. Therefore, runs for individual values of λ are chained in descending order.


3. Results
3.1 Checkerboard test
In this section we present the results of two tests of the time-domain 3-D spherical conductivity inversion method. The purpose of the first test is to determine the resolution of the method under idealized conditions with no source of errors. The target 3-D conductivity model, as shown in the right panel of Fig. 1, is based on the 1-D conductivity profile of Kuvshinov and Olsen (2006), resampled to 200 km layers spanning the entire crust and mantle. Using the expansion (8), the 1-D model thus defines the coefficients [image: A40623_2015_Article_6501101239_IEq45.gif]. Over the 1-D background a 3-D checkerboard-like structure is superimposed (Kelbert et al., 2008). The coefficients [image: A40623_2015_Article_6501101239_IEq46.gif] are set to ± 1.0 with the sign alternating between layers. The scaling is such that the lateral contrast in each layer is about 0.8 orders of magnitude. All other coefficients describing the model are zero. At the top of the conductivity model, an empirical surface conductance map scaled to a common thickness of 10 km is imposed. It is based on bathymetry, topography, and electrical conductivity of seawater, crystalline rocks, and sediments, and assembled using the procedure described by Everett et al. (2003). The electrical conductivity of the core is assumed to be 105 Sm−1.[image: A40623_2015_Article_6501101239_Fig1.jpg]
Fig. 1.Checkerboard test: Recovered model (left panel) compared to the target model (right panel). Color cross-sections through individual layers are staggered from top to bottom. Color scale corresponds to log10 (σ in S∙m−1).




The target conductivity model is excited by an external magnetic field represented by spherical harmonic coefficients for orders j = 1, 2, 3, and degrees m = −1, 0, 1. The length of time series is 4 years with uniform 1.5 hr sampling interval. The induced field coefficients are evaluated by the forward solver up to degree and order 5. Homogeneous error [image: A40623_2015_Article_6501101239_IEq47.gif] nT is assumed. These settings represent a rather optimistic expectation of the spatio-temporal resolution of magnetospheric field and their induced counterparts by the Swarm mission (Sabaka et al., 2013).
The time series is then inverted in terms of 3-D conductivity distribution. Because no noise is present, regularization is switched off by setting λ = 0. The surface conductance map is not recovered by the inversion, but rather overlaid over each conductivity model in the process of inversion. The recovered model is shown in the left panel of Fig. 1. This result clearly demonstrates the resolution of the inversion with realistic spatio-temporal resolution of simulated Swarm data. In the depth range 400–1000 km the 3-D structure is well-resolved. In the uppermost mantle, here represented by depth range 10–400 km, the conductive and resistive heterogeneities are well resolved below the resistive continents. However, large difference between recovered and target model occurs below the oceans, especially the Pacific, a result of strong attenuation of the signal by highly conductive seawater. Below 1000 km, the method is unable to resolve lateral variations of mantle conductivity, and only the 1-D average conductivity is recovered. Considerably longer time series would be needed for that task (Vel#x00ED;mský and Finlay, 2011).

3.2 Closed-loop test
The second test case uses a target conductivity model that has been designed to test various elements of the SCARF (Olsen et al., 2013), in particular the CI (Sabaka et al., 2013), the 3FDI (Püthe and Kuvshinov, 2013), and the 3TDI (this paper).
From top to bottom, the model consists of the surface conductance map scaled to common thickness of 10 km, a 390 km thick resistive layer (0.004 Sm−1) with three small-scale conductors embedded in it (0.04 Sm−1), a 300 km layer of conductivity of 0.04 Sm−1 with a large heterogeneity of 1 S∙m−1 approximately in the shape of the Pacific plate, a uniform conductor of 2 S∙m−1 down to the core-mantle boundary, and highly conductive core (105 S∙m−1). The model is shown in the right panel of Fig. 2.[image: A40623_2015_Article_6501101239_Fig2.jpg]
Fig. 2.Full closed-loop test: Recovered model (left panel) compared to the target model (right panel). Color cross-sections through individual layers are staggered from top to bottom. Color scale corresponds log10 (σ in S∙m−1), and is identical with the colorscale used in Fig. 3 in the companion 3FDI paper.




An external field model up to degree 3 and order 1 (in the geomagnetic coordinate system), and with 1 hr sampling interval was derived by analysis of 4.5 years of ground observatory hourly means from July 1998 to December 2002 (Olsen et al., 2005). Induced field coefficients for the target model were computed up to degree and order 15, using a frequency-domain integral equation solver (Pankratov et al., 1995). Details of the method, which involves Fourier transform of external field coefficients, evaluation of transfer matrices at discrete frequencies, and their spline interpolation in the frequency domain, and finally inverse Fourier transform of the induced coefficients back to time domain with 1 hr step, are given in Olsen and Kuvshinov (2004) and Kuvshinov and Olsen (2005).
Realistic Swarm satellite trajectories were simulated for the same period, the external and induced fields were synthetized along the tracks with 1 Hz sampling rate, together with other components of geomagnetic field (main, litho-spheric, ionospheric and corresponding induced field), as well as a model of instrument noise. Detailed description on the test dataset assembly is given by Olsen et al. (2006). The CI was then used to reconstruct the individual field components, including the magnetospheric field and its induced counterpart (Sabaka et al., 2013).
Thus, the input for the inversion discussed here were 4.5 years long time series of reconstructed external and internal Gauss coefficients in the geomagnetic reference frame. Similarly to the checkerboard test, the external field was truncated at degree 3 and order 1, the internal field was modelled up to degree and order 5. The dipolar coefficients g10, q10 were provided with 1.5 hr sampling, other coefficients were sampled at 6 hr due to the limited longitudinal coverage of three satellites. Error estimates were also provided in the input dataset.
The coefficients were first preprocessed by rescaling to full normalization, using Eqs. (5)–(6). The non-dipolar coefficients were interpolated in time by cubic splines to common sampling interval of 1.5 hr. The conductivity model was parameterized using 5 layers each 200 km thick with spherical harmonic expansion truncated at [image: A40623_2015_Article_6501101239_IEq48.gif]. Note that the layer boundaries used in the inversion do not correspond to the layer boundaries of the target model. All computations were performed in the geomagnetic reference frame; however, the final conductivity model was rotated to the geographic coordinate system. The inversion was run using the R1 regularization (21) for 8 values of λ, ranging from 10−5 to 100. Based on an L-curve visual analysis (Fig. 3), we have chosen λ̃ = 2 × 10−2 as the optimal balance between data fit and model smoothness.[image: A40623_2015_Article_6501101239_Fig3.jpg]
Fig. 3.L-curve used showing the data misfit χ2(m) against the regularization term [image: A40623_2015_Article_6501101239_IEq50.gif] for different values of parameter λ (red numbers) in the closed-loop test.




The resulting model is shown in the left panel of Fig. 2. The recovery of the uppermost 400 km is poor with spurious 3-D oscillations present below the oceans, and immediately above the large target heterogeneity. These can be assigned to combined effect of surface conductance, as observed in the checkerboard test, with the regularization term constraining the size of the conductivity jump across the 400 km boundary, and the lower sampling rate of non-dipolar coefficients, reducing the information contained in the signal at periods below 1 day, which are the most sensitive to upper mantle conductivity. Obviously, given the limited lateral resolution of the data, it is difficult to resolve small scale features present in the upper 400 km. However, the shape and conductivity of the large heterogeneity are well reconstructed in the 400–600 km depth range. In the 600–800 km span, the reconstructed model contains a combination of the heterogeneous layer in the target model with the underlying homogeneous, conductive layer; the conductivity below Pacific is well resolved, while the background value is increased elsewhere. Finally, the conductivity of the lower mantle is recovered as a 1-D structure, with small oscillations that are suppressed by regularization.


4. Conclusions and Outlook
We have developed and tested a new technique to invert a time series of Gauss coefficients representing the external and internal magnetic field in terms of a 3-D distribution of electrical conductivity, using direct integration of the magnetic field in the time domain. The approach is designed to process time series provided by the CI for the Swarm multisatellite mission (Olsen et al., 2013), and complements a traditional 3FDI approach (Püthe and Kuvshinov, 2013). We have demonstrated the ability to recover the shape and conductivity of a large heterogeneous sctructure positioned in the mid-mantle from a closed-loop simulation of the Swarm satellite mission that includes realistic model of satellite trajectories, instrument noise, and separation of signals of core, lithospheric, ionospheric, magnetospheric, and induced origin. Moreover, the induced signals for the test dataset were generated using an independent forward solver in the frequency-domain, introducing an additional source of discrepancies in forward modelling. The parameterization of the model space in the inverse problem did not conform to the target model, both in terms of layer interfaces positioned at different depths, and sharp lateral conductivity contrasts being fitted by spherical harmonics.
The time-domain method, and accompanying programs are currently being expanded. Use of full data covariance matrix, and external field adjustments taking into account its uncertainties are being investigated. Modifications of the regularization methods are also considered. In particular, since the electrical conductivity varies dominantly with depth, separation of the gradient or Laplacian operator in Eqs. (21)–(22) into the radial and angular parts, and down-weighting the first one, could allow for larger radial variability without introducing spurious lateral oscillations to the results of the inverse problem.
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