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Abstract 

Ocean bottom pressure-gauge (OBP) records play an essential role in seafloor geodesy. Oceanographic fluctuations 
in OBP data, however, pose as a significant noise source in seafloor transient crustal deformation observations, includ-
ing slow slip events (SSEs), making it crucial to evaluate them quantitatively. To extract the significant fluctuation 
phenomena common to multiple observation networks, including oceanographic fluctuations and tectonic signals, 
we applied principal component analysis (PCA) to the 3-year Dense Oceanfloor Network System for Earthquakes 
and Tsunamis (DONET) OBP time series for 40 stations during 2016–2019. PCA could separate several oceanographic 
signals based on the characteristics of their spatial distributions, although evident transient tectonic signals could 
not be confirmed from the observed pressure records during this observed period. The spatial distribution of the first 
four principal components (PCs) reflected the common component, inclined component along sea depth, lon-
gitude component, and parabola-like pattern, respectively. By subtracting each PC (in particular, PC-2 and PC-4) 
from the time series, we could significantly reduce the sea depth dependence of OBP records, which has been 
highlighted in several previous studies and is also evident in this region. We interpreted PCs 2–4 as the reflection 
of the strength and meandering of ocean geostrophic currents based on a comparison with the PC spatial distribu-
tion of the numerical oceanographic models. In addition, to evaluate the ability of PCA to separate transient tectonic 
signal from OBP time series, including oceanographic fluctuations, we conducted a synthetic ramp assuming an SSE 
by rectangular fault and then applied PCA. The assumed synthetic tectonic signal could be separated from the ocean-
ographic signals and included in the principal component independently depending on its amplitude, suggest-
ing that the spatial distribution of each PC would change if the amplitude of the synthetic signal were sufficiently 
large. We propose a transient event-detection method based on the spatial distribution difference of a specific PC 
with or without a tectonic signal. We used the normalized inner product (NIP) between these PCs as the indicator 
of their similarities. This method can detect transient tectonic signals more significantly than the moment-magnitude 
scale of 5.9 from OBP records.

Keywords DONET, Nankai trough, Ocean bottom pressure-gauge, Oceanographic fluctuations, Principal component 
analysis, Seafloor crustal deformation, Slow slip events

*Correspondence:
Hideto Otsuka
hideto.otsuka.q6@dc.tohoku.ac.jp
Full list of author information is available at the end of the article

http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s40623-023-01862-z&domain=pdf
http://orcid.org/0000-0002-8693-4407


Page 2 of 20Otsuka et al. Earth, Planets and Space          (2023) 75:112 

Graphical Abstract

Main Text
Introduction
Seafloor geodetic observations are critical for accurately 
understanding crustal deformation associated with phe-
nomena such as transient fault slips (e.g., Bürgmann and 
Chadwell 2014). Among the seafloor geodetic instru-
ments, the ocean bottom pressure-gauge (OBP) is a 
sensor that can continuously monitor vertical crustal 
deformation of the seafloor and tsunamis over a broad 
range of time scales and has been the subject of many 
previous studies (Ohta et al. 2012; Tsushima et al. 2012; 
Ito et al. 2013; Suzuki et al. 2016; Wallace et al. 2016; Sato 
et al. 2017; Fukao et al. 2021; Kubota et al. 2021; Woods 
et  al. 2022). However, the water-pressure time series 
obtained by the OBP includes various components such 
as tidal impacts, instrumental drift, non-tidal oceano-
graphic fluctuations, and crustal deformation, making 
it extremely important to address these influences for 
extracting objective crustal deformation components. 
Particularly, the non-tidal oceanographic fluctuation 
component has a characteristic time constant of more 
than a few days (Dobashi and Inazu 2021), and the 
time constants are similar to those of slow slip events 
(SSEs), resulting in transient crustal deformation events 
(e.g.,  Obara and Kato 2016; Rousset et  al. 2017; Takagi 

et al. 2019; Okada et al. 2022). Thus, appropriate estima-
tion and removal of non-tidal oceanographic fluctuation 
components are critical for accurately identifying the 
tectonic components. Such non-tidal oceanographic 
components can be removed by applying a bandpass fil-
ter to eliminate oceanic origins, excluding specific con-
stants (Suzuki et al. 2016; Wallace et al. 2016; Sato et al. 
2017; Muramoto et al. 2019), and using a physical model 
to calculate the expected pressure fluctuation values and 
subtract them from the observed time series (Inazu et al. 
2012; Dobashi and Inazu 2021). Although these meth-
ods can improve the signal-to-noise ratio of non-tidal 
oceanographic fluctuations, their spatiotemporal charac-
terization is required to enable the detection of smaller 
tectonic-induced pressure changes.

The spatiotemporal characteristics of these non-tidal 
oceanographic components recorded in the OBP have 
been identified in several previous studies. Muramoto 
et  al. (2019) found that the oceanographic fluctuations 
recorded in the OBP time series off-Hikurangi, New Zea-
land [Hikurangi Ocean Bottom Investigation of Tremor 
and Slow Slip (HOBITSS), which extends up to approxi-
mately 60 km square (Wallace et al. 2016)], became less 
similar with an increase in the difference in sea depths 
between OBP sites increased. Inoue et  al. (2021) used 
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the standard deviation of the relative pressure time series 
between stations in the same observational network and 
observation period as Muramoto et  al. (2019) to evalu-
ate similarities in the time series based on the station dis-
tance and sea-depth differences. These studies showed 
that the depth dependence was more significant than 
the station distance in the OBP time series. However, the 
larger spatial characteristics of these non-tidal oceano-
graphic fluctuation components still need to be investi-
gated. Moreover, the currently available interpretations 
and discussions of the similarities of these features at 
comparable sea depths are also insufficient.

Principal component analysis (PCA) (Jolliffe 2002) 
is a standard technique for analyzing large datasets 
containing a high number of dimensions/features per 
observation, increasing the interpretability of data while 
preserving the maximum amount of information. PCA 
has been employed in land-based geodesy (Kositsky and 
Avouac 2010; Munekane 2012), seafloor geodesy (Hino 
et al. 2014, 2022; Gomberg et al. 2019; Fredrickson et al. 
2023), oceanography (e.g., Kutzbach 1967; Kundu et  al. 
1975; Androsov et al. 2020), and other fields to evaluate 
and remove common modes. Hino et  al. (2014) applied 

PCA to the OBP time series and showed that it could 
remove non-tidal oceanographic fluctuation components 
common to the entire OBP network. They demonstrated 
that the signal-to-noise ratio of the OBP time series could 
be improved by removing the first principal component 
(PC). Watts et  al. (2021) and Fredrickson et  al. (2023) 
applied complex PCA (Thomson and Emery 2014; Nury-
anto 2016), which can also evaluate propagation com-
ponents by extending PCA to complex numbers, to four 
OBP time series stations and evaluated its performance 
with respect to removing oceanographic components 
from the OBP time series. These previous studies showed 
that PCA effectively removes non-tidal oceanographic 
fluctuations from the OBP time series but lacks a spati-
otemporal assessment of each extracted component.

Given this research background, this study focused 
on the OBP observation network in the Dense Ocean-
floor Network system for Earthquakes and Tsunamis 
(DONET; Fig. 1) (Kaneda et al. 2015; Kawaguchi et al. 
2015) in southwest Japan, where the observational net-
work is densely and widely distributed. In the Nankai 
Trough region, where the DONET is installed, the 
transient SSEs have often been observed and their 
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Fig. 1 DONET observatory site map. Circles and triangles indicate the DONET1 and DONET2 observation sites, respectively. A group of four or five 
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spatiotemporal variations have been extensively stud-
ied (Obara and Kato 2016; Araki et  al. 2017; Yokota 
and Ishikawa 2020; Ariyoshi et  al. 2021). Owing to 
the long-term continuous observations and the spa-
tial extent of the DONET data, we can now quantify 
the spatial characteristics of non-tidal oceanographic 
fluctuations in further detail and evaluate the ability 
of PCA to separate tectonic and oceanographic sig-
nals, which has not been carried out in previous stud-
ies. Therefore, we applied PCA to the long-term time 
series of the DONET data and examined its spatiotem-
poral characteristics. Furthermore, we have discussed 
the possibility of applying PCA to data in which tran-
sient crustal deformations are included in the OBP 
time series to separate these features from the time 
series. We further propose a transient event-detection 
method based on the spatial distribution variation of a 
specific PC.

Seafloor pressure data and data processing
We used OBP data acquired via a cabled seismic obser-
vation system named DONET in the Nankai Trough of 
southwestern Japan. The DONET observatory includes 
an accelerometer, broadband seismometer, pressure sen-
sor, hydrophone, and thermometer, among others, to 
observe the seafloor conditions. Absolute quartz oscil-
lation pressure sensors, with a sampling frequency of 
10 Hz, by Paroscientific, Inc., were used as pressure sen-
sors (Matsumoto and Araki 2021). The DONET observa-
tory consists of two cables with several nodes that group 
four or five observational sites in the vicinity (Fig.  1). 
The eastern cable (DONET1, KMA to KME nodes; 22 
stations) began monitoring in 2011, while the western 
cable (DONET2, MRA to MRG nodes; 29 stations) in 
2016 (Fig.  2). For instance, the KMA node includes the 
KMA01–KMA04 stations and the MRF node includes 
the MRF22–MRF25 stations (Fig.  2). To ensure a suffi-
cient time series data length, 40 sites from June 2, 2016, 
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to August 12, 2019, with few missing measurements, 
were used for the analysis (Fig. 1). The pressure data for 
all the KMA sites and MRF22 were unavailable post-
October 2018 and March 2018, respectively. No data for 
the KME sites were available during the analysis period.

The OBP time series contains signals other than the 
targeted crustal deformation. The observed OBP time 
series can be described by Eq.  1 (Ito et  al. 2013; Hino 
et al. 2014):

where �pB(t) , �pC(t) , �pT (t) , �pO(t) , �pD(t) , and ε(t) 
represent the observed pressure, crustal deformation, 
tidal signal, non-tidal oceanographic fluctuations, instru-
mental drift, and other errors, respectively. The following 
procedure was used to extract the crustal deformation 
component from the OBP time series.

The original 10 Hz sampling data were down-sampled by 
averaging them over one hour. The missing parts were lin-
early interpolated to use the tide-killer filter as follows: the 
tidal component ( �pT (t) ) was removed using a low-pass 
filter designed for removing tidal components (the 48-h 
tide-killer filter designed by Hanawa and Mitsudera 1985). 
This tide-killer filter extended the Thompson (1983) filter 
to 48 h. It uses a 10-day weighted moving average to reduce 
the filter response factor to approximately zero in less than 
2  days [for the weighting factor, see Table  3 by Hanawa 
and Mitsudera (1985)]. The weighting factors of this filter 
were adjusted so that the inertial motions contained in tidal 
currents and other oceanographic phenomena near Japan 
could also be removed. Bayesian Tidal Analysis Program 
-Grouping Model program (BAYTAP-G) (Tamura et  al. 
1991) is often used to estimate and remove tidal variations 
from OBP time series; however, small fluctuations with a 
high frequency (time constant of fewer than 2 days) remain 
in the time series. As this study pertains to crustal defor-
mations in the range of a few days or more, high-frequency 
variations are outside the scope of this study. Therefore, 
a simple low-pass filter was applied. The tide-killer fil-
ter produces inappropriate variability when applied to a 
time series that does not include tidal variations. Hence, 
the missing parts and the time series for the 5 days before 
and after the missing periods were removed prior to the 
instrumental drift estimation. The instrumental drift com-
ponent ( �pT (t) ) was estimated and removed using linear 
and exponential approximations (Watts and Kontoyian-
nis 1990; Polster et  al. 2009); the averaged drift rate over 
the stations was approximately several hPa per year. The 
instrumental drift was estimated using the time series for 
all time periods that existed before the end of 2019 (i.e., 
almost all DONET1 stations operated during 2012–2019, 
and all DONET2 and KMC21 operated during 2016–2019) 

(1)
�pB(t) = �pC(t)+�pT (t)+�pO(t)+�pD(t)+ ε(t),

for more accurate estimation. The missing part of the time 
series was re-interpolated using a piecewise cubic Hermite 
interpolating polynomial (Fritsch and Carlson 1980). Pro-
cessed data, in which tectonic and oceanographic signals 
were retained, were used in the following analyses. These 
processed data have, henceforth, been called “observed 
data.”

Principal component analysis for processed time series
We assumed that the observed data contained multiple 
spatially correlated non-tidal oceanographic fluctuation 
signals that could be separated by PCA, a major multi-
variate analysis method that uses as few synthetic vari-
ables as possible to capture as much information (Jolliffe 
2002). We applied PCA to the observed data to extract 
non-tidal oceanographic components with spatial simi-
larities from the OBP time series. This study first applied 
PCA to a long-term OBP data set to extract non-tidal 
oceanographic components to acquire crustal deforma-
tion data. We adopted the conventional PCA method 
for the preprocessed observed data. For each extracted 
PC, an assessment was made on whether the component 
should be attributed to the non-tidal oceanographic con-
tribution based on its spatial characteristics.

As mentioned in the introduction, the oceanographic 
fluctuations in the OBP data are sea-depth depend-
ent (Fredrickson et  al. 2019; Inoue et  al. 2021). To con-
firm these PCA effects and the subsequent selection and 
removal of PCs, the relative pressure between sites in the 
OBP time series and their dependence on the difference 
in distance and sea depth were calculated. For each site, 
variations from an assumed reference site and stand-
ard deviation (SD) of the relative water-pressure time 
series were determined, along with the evaluation of the 
dependence on distance and sea depth between those 
stations. In this study, we used the absolute averaged SD 
for overall stations (ASD) and the relative SD for each 
station (RSD) to explain the PCA contributions shown 
below. We calculated ASD and RSD for the 10 types of 
time series: (1) time series of observed pressure, (2) first 
PC (PC-1), (3) second PC (PC-2), (4) third PC (PC-3), (5) 
fourth PC (PC-4), (6) the observed pressure after sub-
tracting PC-1, (7) after subtracting PCs 1 and 2, (8) after 
subtracting PCs 1–3, (9) after subtracting PCs 1, 2, and 4, 
and (10) after subtracting PCs 1–4. The ASD for the time 
series types of l is shown in Eq. 2:

where Pt
i,l indicates the pressure for the time series type 

of l at time t at station i , and Pi,l  denotes the temporal 
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average of Pt
i,l . The RSD at station i from the reference 

station j is shown in Eq. 3:

where Pi,l
t  and Pj,l

t  indicate the pressure record for the 
time series type of l at time t at station i and j , respec-
tively. Pi,l − Pj,l  denotes the average relative pressure 
time series between station i and j.

Spatiotemporal characteristics of OBP time series
Figure 2 shows an example of the OBP time series after 
removing the tidal and drift components from the 
observed time series. These time series indicate annual 
variations: a higher-pressure value appeared in the sum-
mer season (July to August) and a lower pressure value 
appeared in the winter season (January to February). 
This annual variation was evident even before 2016 in 
the DONET1 network (KMB–KMD time series) prior 
to our analysis period (Fig. 2). The annual variation has 
an amplitude of up to 5 hPa, and these characteristics are 
within the same node and display similar features over a 
wide area (Additional file  1: Fig. S1). Similar character-
istics can be observed throughout the network, even for 
shorter time-constant variations. In the following sec-
tions, we present the PCA results that separate these spa-
tially coherent oceanographic fluctuations.

Spatiotemporal characteristics of each principal 
component
In PCA, PC-1 has the largest eigenvalue. PC-1 is more 
highly correlated with the original features than PC-2, 
while PC-2 is better correlated than PC-3, and so on. 
PCA reduces the dimensionality of the data by selecting 
the first k PCs to represent the original data. Figure 3a–d 
shows the extracted PCs at the DONET OBP sites. The 
eigenvector and eigenscore of each PC correspond to its 
spatial distribution and temporal variation, respectively. 
The contributions of each PC were 75.8% for PC-1, 10.3% 
for PC-2, 3.5% for PC-3, and 2.5% for PC-4 (Fig. 3). The 
cumulative contribution reached 92% through PCs 1–4, 
and the spatial patterns and other characteristics of the 
higher-order components after PC-5 were not clear; 
therefore, the sections hereafter will utilize PCs 1–4 to 
interpret their characteristics. PC-1 and PC-2 explain 
the majority (86.1%) of the time series characteristics; 
PC-1 is the common component across the entire obser-
vational network and includes the annual variability 
(Figs. 3a and 4a). PC-2 has a spatially inclined character-
istic, reversing the positive and negative eigenvector val-
ues between shallow and deep stations (Figs. 3b and 4c). 

(3)

RSDl
ij =

√

√

√

√

1

T

T
∑

t=1

{(

Pt
i,l − Pt

j,l

)

−
(

Pi,l − Pj,l
)

}2

,

This sea depth dependence characteristic is clear in the 
time series of PC-2, whose amplitude is notably large in 
shallow or deep stations (Figs.  5b). PC-3 does not have 
a clear sea-depth dependency like PC-2, but it does have 
a longitudinal dependence characteristic (Figs.  3c and 
4f ). PC-4 has parabolic spatial characteristics with posi-
tive and negative eigenvector values at shallow and deep-
water depths, respectively (Figs. 3d and 4g). Based on the 
characteristics of each of these PCs, PCs 1–4 were deter-
mined to be the components that needed to be removed 
from the oceanographic fluctuation components in this 
study.

Previous studies have noted the sea-depth dependency 
of the seafloor water-pressure characteristics based on 
actual observed data and oceanographic models (Fre-
drickson et al. 2019; Inoue et al. 2021). The PCA results 
obtained in this study were consistent with those of pre-
vious studies. Our results also suggest that the depth-
dependent component can not only be extracted as the 
main component but also be separated into two different 
components: PC-2 and PC-4.

Contribution of the PCs in the OBP time series
The results of the subtraction of the PCs from the origi-
nal observed data in different combinations were evalu-
ated to confirm how the noise in the OBP time series can 
be reduced using the extracted PCs (Fig. 6). After remov-
ing PC-1 (Fig.  5a), which included the annual variation 
component, the ASD of the time series was considerably 
reduced from 1.98  hPa to 0.91  hPa (the ASD value was 
reduced by 46%), while the spatially correlated variations 
remained (Fig. 6b). The characteristics of the remaining 
components are not common to the entire observational 
network but are identified at specific sites, which sug-
gests that they reflect depth-dependent oceanographic 
fluctuations. Figure  6c shows the results of subtracting 
PC-1 and PC-2 from the observed data. Figure 6c depicts 
the elimination of the remaining variations, where the 
ASD shows a decrease to 0.69  hPa (the ASD value was 
further reduced by 24%, for an overall reduction of 65%). 
By removing PCs 1–3, the ASD decreased to 0.61  hPa 
(Additional file 1: Fig. S2b), and removing PCs 1, 2, and 
4 resulted in an ASD of 0.62 hPa (Additional file 1: Fig. 
S2c). Finally, removing PCs 1–4 resulted in an ASD of 
0.53 hPa (Additional file 1: Fig. S2d), reducing the noise 
level by 73% compared to the time series prior to the 
removal of PCs. PCA is a method of identifying as much 
information as possible using as few synthetic variables. 
Naturally, subtracting the PCs with high contributions 
from the original data reduces their noise levels; how-
ever, as previously mentioned, PCs 1–4 showed distinct 
spatially correlated variations that could be attributed to 
oceanic origins. As such, subtracting these PCs appeared 
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to be a reasonable procedure. In particular, PC-1 and 
PC-2 reflected most of the common or depth-dependent 
gradients of oceanographic fluctuations in the OBP time 
series, given that their sum contributions of both reached 
86.0% and that of PC-3 and PC-4, which also reflect the 
oceanic signal, were only 6.0% (Fig.  4). These results 

suggest that PCA can efficiently remove depth-depend-
ent oceanographic fluctuations (Fredrickson et  al. 2019; 
Muramoto et  al. 2019; Inoue et  al. 2021). In addition, 
reducing the noise level via pressure values at individ-
ual sites rather than calculating the pressure differences 
between sites is considered a significant advantage. The 
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ensuing section further confirms the details of the extent 
to which the PCA removes these depth-dependent 
oceanographic fluctuations.

Reduction of sea‑depth dependency based on PCA
In this section, we quantitatively discuss the extent to 
which these depth dependencies are reduced by PCA. 
First, we calculated the relative pressure time series for 
all the stations. This was followed by calculating the RSDs 
and plotting them as a function of the difference in depth 
or distance between sites. In addition, correlation coef-
ficients were calculated to quantitatively evaluate the 
dependence.

Figure  7a–b shows the sea depth and distance 
dependency, respectively, before PCA was applied to 
the time series. The results for Hikurangi, New Zealand, 
by Inoue et al. (2021) have also been included for com-
parison (Fig. 7a–b). This figure shows that the depend-
ence on depth is greater than that on distance. This 
trend is also consistent with that of the off-Hikurangi 
margin. Figure  7c–d shows the correlation plot when 
PC-1 was subtracted from the original observed time 
series. It is interesting to note that the depth depend-
ence visible in the original time series was not reduced. 
This result suggests that PC-1 contains a common com-
ponent throughout the observational network, which 
contributes little to the spatial variation of the observed 
data even after its influence is removed. The results of 
subtracting PC-1 and PC-2 (Fig.  7e–f ) indicate that 

subtracting PC-2 significantly reduced the dependence 
on sea depth. The correlation coefficient when only 
PC-1 was subtracted was 0.78, which was almost halved 
to 0.40 when both PC-1 and PC-2 were subtracted. 
Interestingly, for distance dependence, the ASD itself 
decreased significantly (from 0.91 to 0.69), although the 
value of the correlation coefficient itself did not change 
significantly (from 0.35 to 0.30). This suggests that PC-2 
can adequately remove only the sea depth-dependent 
component of the OBP time series. The fact that the 
DONET observation network has a slightly elongated 
shape in the direction of the isobaths (Fig. 1) also helps 
ensure that the removal of the sea depth dependence 
does not reduce the distance dependence. Figure  7i–j 
shows the results obtained after subtracting PCs 1, 2, 
and 4. Consequently, the depth dependence was further 
reduced with a correlation coefficient of 0.33, approxi-
mately 60% smaller than that of the original time series. 
However, Fig.  7g–h shows the result after subtracting 
PCs 1–3. PC-3 does not reduce the sea depth depend-
ence (from 0.40 to 0.40), although it slightly reduces the 
distance dependence (from 0.30 to 0.26). After remov-
ing PCs 1, 2, and 4 or PCs 1–4, the correlation coeffi-
cient of the sea-depth dependence is almost equivalent 
to the distance dependence, indicating that remov-
ing PCs 1, 2, and 4 can significantly reduce the depth 
dependence of oceanographic fluctuations (Fig. 7k–l).

Previous studies have noted that applying PCA may 
reduce the detection accuracy of crustal deformation 
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owing to the seepage of crustal deformation compo-
nents into the PCs (Watts et  al. 2021; Fredrickson 
et  al. 2023). Therefore, in the next section, we discuss 
the accuracy of crustal deformation detection by PCA 
using synthetic rectangular faults in the observation 
region.

Physical oceanographic interpretation of each principal 
component
In the previous section, PCA was used to successfully 
extract components with multiple spatial characteris-
tics. The observed pressure time series includes both 
oceanographic fluctuations and tectonic signals; how-
ever, the oceanographic circulation models include only 

the oceanographic fluctuations. To examine the charac-
teristics of oceanographic fluctuations, we applied PCA 
to ocean models and compared the spatial distribu-
tion of each PC with the observation. The ocean mod-
els have advantages and disadvantages in the region and 
time scale used herein, depending on the input data and 
model structure (Dobashi and Inazu 2021). We chose a 
single-layer ocean model (SOM) (Inazu et  al. 2012) and 
ECCO2 (Menemenlis et  al. 2008) for comparison with 
observations. SOM assumes a single-layer barotropic 
ocean model and is driven by atmospheric pressure as 
well as wind stress, whereas ECCO2 assumes a multiple-
layer (50 layers) baroclinic ocean model (that is, bet-
ter vertical resolution than SOM) and is driven by wind 
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stress, heat, and freshwater flux, although the atmos-
pheric pressure is not considered. The details of each 
model are listed in Table 2 by Dobashi and Inazu (2021). 
The expected pressure time series was calculated based 
on each model. As each numerical model provides cal-
culations for each grid, the grid nearest to the DONET 
observation region (77 grids in longitude of 134°E–137°E 
and latitude of 32°N–34°N) was selected, and PCA was 
applied to the time series data to confirm the characteris-
tics of the model.

After applying PCA to SOM, the PC-1 contribution 
reached 96.7% (Additional file 1: Fig. S3a). This is clearly 
larger than the 75.7% observed (Fig.  3), indicating that 
ocean variations show similar fluctuations (Additional 
file  1: Fig. S3). Overall, the oceanographic fluctuations 
expressed pressure variations, but their contribution 
was more exaggerated than the observation. In contrast, 
higher-order terms, such as the sea depth-dependent 
component identified in the observational data, were 
poorly extracted from the SOM. Importantly, when 
applying PCA to ECCO2, PC-1, PC-2, PC-3, and PC-4 
contributed 80.8%, 9.9%, 2.9%, and 1.8%, respectively. The 
contribution ratio and the spatial distribution (Additional 
file  1: Fig. S6) were similar to the observational data 
(Fig. 3). The reproduced oceanographic fluctuations cal-
culated by ECCO2 are more realistic than SOM.

The extracted PC characteristics of ECCO2 were as fol-
lows. PC-1 was the overall pressure variation with a large 
spatial scale (several hundred km extent) driven by wind 
stress and atmospheric pressure, which was also repro-
duced by SOM. PC-2 was the depth-dependent compo-
nent (a pattern orthogonal to isobath). PC-3 and PC-4 
were the depth-dependent patterns, but their frequency 
was higher than PC-2 (Additional file 1: Figs. S6 and S8). 
The longitudinal dependence component seen in PC-3 of 
the observed data is a part of the parabolic component 
seen in PC-3 or PC-4 of ECCO2 and is considered to be 
included in these components.

Following confirmation that the PCs extracted from the 
observed time series were due to oceanographic fluctua-
tions, we attempted to interpret them qualitatively. The 
Nankai Trough, where DONET stations are installed, is a 
channel of the Kuroshio current (e.g., Nitani 1972), which 
meanders widely on time scales of several years or more 
(e.g., Kawabe 1985). For example, one of the largest Kuro-
shio meanders occurred in 2017 and continued through 
2022, contributing to pressure fluctuations on the sea-
floor (Nagano et  al. 2019; 2021). Therefore, oceano-
graphic phenomena such as the strength and meandering 
of the Kuroshio current should be recorded in the OBP 
data for the DONET region. The meandering of the geo-
strophic current including Kuroshio is interrelated with 
the mesoscale eddy (Qiu and Miao 2000; Hasegawa et al. 
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Fig. 7 Time series variation of each observation point as a function of sea depth and distance. The correlation distribution between the standard 
deviation of the relative pressure time series and the station distance a, c, e, g, i, k or the sea-depth difference b, d, f, h, j, l. The standard 
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2019) at approximately 100 km radius and their contribu-
tion to the sea bottom pressure perturbation cannot be 
well separated. Note that the sea level variation due to 
the meso-scale eddies is considerably attenuated to the 
ocean-bottom pressure variation because the sub-sea 
surface water column imperfectly compensates for the 
pressure change by sea surface variation (Dobashi and 
Inazu 2021; Hasegawa et al. 2021).

Based on the results of the application of PCA to the 
observed data and ocean models, and the previous stud-
ies on oceanographic fluctuations and the Kuroshio cur-
rent (Hasegawa et al. 2021), each PC in the observed data 
was interpreted as follows. PC-1 is the large spatial scale 
variation associated with wind stress and atmospheric 
pressure variation. PC-2 corresponds to the strength 
and weakness, and flow axis position of the geostrophic 
current (that is, Kuroshio current) (Fig.  8a). Both PC-3 
and PC-4 might be compatible with the spatial pattern 
depending on the location of the mesoscale eddy, which 
has a radius of fewer than 50 km (Fig. 8b–c). If the cen-
troid of the cold vortex is located east (Fig.  8b) or west 
(Fig. 8c) of the Kii Peninsula, the longitudinal dependence 
variation might be reflected in the observed DONET 
data. A parabola-like spatial distribution can occur when 
the cold vortex migrates eastward or westward, orthogo-
nal to the direction of the isobath (that is, changes from 
Fig.  8b to c or Fig.  8c to b). In our analysis, it was not 
necessarily possible to distinguish whether the cold vor-
tex was located east (Fig. 8b) or west (Fig. 8c) of the Kii 
Peninsula, however, we inferred that it has a spatial dis-
tribution that reflects these oceanophysical phenomena 
in PCs 3 and 4. As mentioned above, the sea-surface level 
fluctuations are not directly reflected as seafloor pressure 
variations, but fluctuations caused by mesoscale eddies 
are thought to affect ocean bottom pressure.

In these analyses, PCA was applied to a long-term 
continuous time series of more than 3 years. However, if 
the components reflected in the PCs have characteristic 
time constants, changing the time window may change 
the extracted components. Nevertheless, applying PCA 
to the OBP time series shows that pressure fluctuations 
of oceanic origin can be separated based on their spa-
tial characteristics. This suggests that the method can 
improve the quality of time series data when extracting 
pressure variations caused by crustal deformation. In the 
following section, we discuss the potential usefulness of 
PCA when transient crustal deformations are included in 
a time series.

Synthetic test for principal component analysis to observe 
crustal deformation
Discussions so far suggest that applying PCA to 
the DONET time series can separate the non-tidal 

oceanographic fluctuations in the observed data; PC-2 
and PC-4 could explain the most depth-dependent 
oceanographic fluctuations in the OBP time series. In 
contrast, it is necessary to evaluate the ability of PCA to 
separate transient tectonic and oceanographic signals to 
improve the reliability of crustal deformation observa-
tions using OBPs. Watts et al. (2021) performed a com-
plex PCA after adding a synthetic ramp function to the 
OBP time series of four stations and found that part of 
the ramp signal interfered with the principal component, 
which mainly reflects oceanographic fluctuations. This 
result suggests that subtracting the oceanographic com-
ponent from the observed time series also removes part 
of the tectonic signal and may underestimate the dis-
placement amplitude caused by the transient event. This 
section evaluates the possibility of separating tectonic 
and oceanographic signals by applying PCA to the OBP 
time series. In this analysis, we assumed that the tectonic 
signals of SSE detected by several previous studies (e.g., 
Araki et al. 2017; Ariyoshi et al. 2021) did not accompany 
sufficient amplitude to detect the OBP of the seafloor 
vertical displacement.

Analytical overview of the synthetic test
This section describes a method to add a synthetic signal 
to the OBP time series using a rectangular fault model 
(Okada 1992). The results were assumed for each earth-
quake moment magnitude  (MW 5.5–7.0, 0.1 increments) 
based on the scaling law proposed by Wells and Cop-
persmith (1994). The rigidity and Poisson’s ratio were set 
for 30 GPa and 0.25, respectively. The faults were located 
along the plate boundary of the Philippine Sea Plate 
(Baba et al. 2002; Hirose et al. 2008; Iwasaki et al. 2015). 
The strike, dip, and rake angles of the fault used were 
250°, 8°, and 90°, respectively, assuming a reverse fault 
along the plate boundary. The assumed fault model was 
horizontally spaced at 0.1° intervals. Additional file 1: Fig-
ure S9 shows the centroid of all 548 fault planes. For each 
assumed fault model, the time evolution of the fault slip 
was calculated using a ramp function based on the dura-
tion and total amount of slip expected from the moment 
magnitude. The duration of an SSE was estimated using 
Eq.  4, following the scaling law between the magnitude 
and duration estimated by the observed slow earthquakes 
(Ide et al. 2007):

where Mo indicates the seismic moment [N m] and T  
indicates the duration period [s]. In this study, we cal-
culated the value of the duration T  using the observed 
SSE parameter around the Kii Peninsula investigated by 
Sekine et al. (2010), which is as follows:

(4)Mo ∼ T × 10
12−13
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Fig. 8 Sketches on the interpretation of the spatial distribution of each principal component. a The geostrophic current (Kuroshio current) 
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to the geostrophic current. Red triangles indicate the DONET observation points used in this study
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Table  1 shows the duration and length of the rectan-
gular faults as well as other parameters at representative 
magnitudes calculated based on the results of Wells and 
Coppersmith (1994) and Eq.  5. The timing of the syn-
thetic ramp application was set so that the center of the 
lamp coincided with the middle of the entire observation 
period (January 1st, 2018).

Extraction of transient crustal deformation by PCA
A ramp function with an amplitude duration correspond-
ing to the fault position and earthquake size was added to 
the observed OBP time series. PCA was applied to inves-
tigate how the components that responded to the ramp 
function were affected by the PCs. The OBP time series 
expected by the  MW 7.0 event at 135.5°E and 33.0°N has 
been shown in Fig. 9a, and the spatial distribution of sea-
floor vertical displacement and each PC in Fig. 10b–f. In 
this case, the vertical displacement at the station reached 
a 20.1  cm uplift (20.1  hPa pressure decrease) at station 
MRE21 (Fig.  9b). The vertical displacement associated 
with SSE was extracted as PC-1. The common, depth, 
and longitude-dependent components were extracted 
from PCs 2, 3, 4, and 5, respectively (Fig. 10c–f). In con-
trast, when the  MW 6.7 event at the same location fault 
was assumed, a PC including the assumed ramp func-
tion was classified into PCs 1 and 2 (Fig. 10b–c). PCs 1 
and 2 also included the common components, while PCs 
3–5 included depth-dependent and longitude-dependent 
components (Fig.  10d–f). The assumed ramp and com-
mon components were mixed in PCs 1 and 2 because of 
their similar amplitude; the contributions of PC-1 and 
PC-2 were 53.1% and 35.6%, respectively. This result indi-
cates that each PC was shifted to higher-order modes by 
one before displacement by the SSE was added. In this 
example, the expected displacements were sufficiently 
large compared to the accuracy of the OBP observa-
tions, which were classified as PC-1. Figure 11 illustrates 

(5)Mo = T × 10
12.2 the PCs extracted for each component as the earthquake 

magnitude was reduced for the same fault location. From 
this figure, it can be observed that the displacement field 
expected by the SSE gradually shifts to a higher-order 
mode.

These results suggest that PCA can be applied to the 
time series of transient crustal deformations caused by 
SSE to extract those tectonic signals as PCs along with 
oceanographic fluctuations. Thus, the PCs of the time 
series include transient crustal deformation and those 
that do not include the deformation can be compared; in 
other words, if the difference between their spatial dis-
tributions (each eigenvector element) is significant, they 
can be extracted. In subsequent sections, we propose a 
method for evaluating crustal deformation using the spa-
tial distribution of PCs estimated by PCA and evaluate its 
effectiveness.

Evaluation of spatial characteristics between the PCs
We used the absolute value of the normalized inner 
product (NIP) of the eigenvectors to estimate the spatial 
characteristics of the results extracted using PCA. The 
amplitude of each OBP site for each PC corresponded 
to each element of the eigenvector PC. The NIP of two 
eigenvectors of the same value was found to be 1; if the 
difference between them was large, the value was close 
to 0. When the amplitude of the OBP time series due to 
crustal deformation is smaller, crustal deformation sig-
nals and oceanographic fluctuations may be mixed in 
the same PC. Additional file 1: Figure S10 shows the spa-
tial distribution of PC-2 for each magnitude, assuming 
a rectangular fault at 135.5°E, 33.0°N. This shows that if 
the event is small and the expected crustal deformation 
is classified as PC-1 and/or PC-2, then PC-2 includes 
other noise components like oceanographic fluctuations. 
Therefore, in this section, we consider using the PC-2 
difference, with and without synthetic crustal deforma-
tion to improve the efficiency of crustal deformation 
detectors using PCA. Table 2 shows the NIP between the 

Table 1 Duration, length, and slip of rectangular fault calculated for each moment magnitude (Wells and Coppersmith 1994) (Eq. 3)

MW Duration (days) Length (km) Slip (cm) MW Duration (days) Length (km) Slip (cm)

5.5 1.6 5.9 28.7 6.3 25.9 17.1 73.4

5.6 2.3 6.7 32.3 6.4 36.6 19.6 82.6

5.7 3.3 7.7 36.3 6.5 51.7 22.4 92.9

5.8 4.6 8.8 40.8 6.6 73.0 25.6 104.4

5.9 6.5 10.0 45.9 6.7 103.2 29.2 117.5

6.0 9.2 11.5 51.6 6.8 145.7 33.4 132.1

6.1 13.0 13.1 58.1 6.9 205.8 38.2 148.6

6.2 18.3 15.0 65.3 7.0 290.7 43.7 167.1
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Fig. 10 Time series (a)  and spatial distribution (b–f) of PC assuming a synthetic fault model of  MW 6.7. In this case, b and c reflect the synthetic 
ramp
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two PC-2  s without changing the fault location. In this 
example, if the assumed event were a fault with a magni-
tude of  MW 6.2 or less, the crustal deformation compo-
nent would be classified as PC-3, in which case the NIP 
would be approximately 1. In other cases, the expected 
crustal deformation components are not separated into 
independent PCs but mixed with other oceanographic 
fluctuations  (MW 6.7 and  MW 6.3 in Fig. 11). For exam-
ple, for  MW 6.3, the NIP of PC-2 was 0.78, and its spatial 

distribution included inclined oceanographic fluctua-
tions and crustal deformation (Additional file 1: Fig. S10).

Comprehensive synthetic test for PCA
Based on the evaluation of spatial characteristics of the 
results of PCA, we conducted analyses (assuming faults) 
using NIP as a proxy for each grid assuming faults and 
quantitatively evaluated the magnitude of events detected 
by PCA. Additional file  1: Figure S11 shows the results 
when 0.99, 0.90, … 0.01 was used as the upper NIP limit 
threshold between PC-2 s (that is, a change was detected 
when NIP < 0.99, NIP < 0.90, 0.01). The ability to detect 
crustal deformation is naturally higher in the neighbor-
hood of OBP sites, and the magnitude of the moment 
of the lower detection limit increases with distance. On 
the onshore side––away from the trench axis––the plate 
boundary is relatively deeper, and the expected displace-
ment is smaller; therefore, the lower detection limit for 
the magnitude is larger. Alternatively, land-side crustal 
deformations can be observed using on-land continu-
ous Global Navigation Satellite System (GNSS) sites (e.g., 
GEONET; GNSS Earth Observation Network System 
operated by the Geospatial Information Authority of 
Japan [GSI)). In addition, the  MW 6–6.5 events could be 
detected by only on-land GNSS (Suito 2016). The accu-
racy of SSE detection was also examined by integrating 
both on-land and seafloor observation networks (Agata 
et  al. 2019); however, this is beyond the scope of this 
study.

The lower limit of the event size at which crustal defor-
mation can be strongly detected depends on the NIP 
threshold. Naturally, the threshold value is smaller, and 
the lower limit of the detectable  MW is larger (Additional 
file 1: Fig. S11). To determine the best NIP threshold for 
these analyses, we focused on the NIP variation depend-
ing on the  MW migration. The NIP changed with the 
 MW for each rectangular fault point; the maximum NIP 
change at 135.5°E, 33.0°N was 0.38 (from 0.40 to 0.78) 
during the  MW migration between 6.4 and 6.3 (Addi-
tional file 1: Fig. S10). Similarly, a comparison of the pat-
tern of change in  MW and NIP for each rectangular fault 
showed that NIP changed abruptly at each specific  MW. 
This suggests that the crustal deformation component 
clearly migrates to higher-order modes as  MW is reduced 
for almost all fault locations (Additional file 1: Fig. S11). 
We fixed every NIP change pattern by the largest change 
in NIP and examined the average and SD at each  MW 
(Additional file  1: Fig. S12). In Additional file  1: Fig. 
S12, the largest NIP change was set as the relative  MW 
between 0.1 and 0.0. The NIPs above 1σ, at the lower and 
upper side of the largest NIP change were between 0.52 
and 0.75. Consequently, we propose that a practical NIP 
threshold value be included in this range. In comparing 

Fig. 11 PC variation per  MW for a fault center of 135.5°E, 33.0°N. The 
interpretation of each PC was based on their spatial distributions. As 
the  MW decreases, the applied synthetic displacement component 
migrates to higher-order PCs. In the  MW 6.7 and  MW 6.3 cases, 
the spatial distribution characteristics of PC-1 and PC-2 or PC-2 
and PC-3, respectively, are mixed

Table 2 NIP between the two PC-2 s for each moment 
magnitude, assuming a rectangular fault at 135.5°E, 33.0°N. The 
spatial distribution of each PC-2 is shown in Additional file 1: Fig. 
S11

MW NIP

5.5 1.00

5.6 1.00

5.7 1.00

5.8 1.00

5.9 1.00

6.0 1.00

6.1 1.00

6.2 0.99

6.3 0.78

6.4 0.40

6.5 0.32

6.6 0.30

6.7 0.21

6.8 0.12

6.9 0.09

7.0 0.07
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the cases with NIP thresholds of 0.52 and 0.75, the 
lower detection limit  MW was naturally smaller for 0.75, 
whereas the overall spatial distribution was generally 
consistent (Fig. 12). This suggests that the anomaly detec-
tion ability of our method is not significantly different 
when the threshold value is selected within this range. In 
the case of a NIP threshold value of 0.75, at the rectan-
gular fault at 136.8°E, 33.1°N, the smallest event of  MW 
5.9 can be detected by our detection method (Fig.  12). 
The spatial distribution of the lower limit of the moment 
magnitude of a detectable event corresponds to a pres-
sure step with an amplitude greater than one signal-to-
noise ratio at five or more stations. The reason the fault 
at this location was on the lower limit of detection is 
thought to be because the assumed fault depth was rela-
tively shallow and located near the observation point.

Conclusions
By applying PCA to the DONET OBP time series from 
2016 to 2019, we verified the spatiotemporal character-
istics of oceanographic fluctuations in the Nankai region 
of Japan. The oceanographic fluctuation characteristics of 
sea-depth dependency found by Inoue et al. (2021) were 
verified in the Nankai region and were reflected in PC-2 
and PC-4. From the spatial distribution of these PCs, we 
inferred that these sea-depth dependencies were caused 
by the strength and the meandering of ocean geostrophic 
currents and mesoscale eddies. Finally, we could not 
detect significant transient tectonic events in the OBP 
time series, suggesting that the amplitude of the transient 
events was too small to be detected, or the signal seeped 
into the PCs interpreted as oceanographic fluctuations.

We added synthetic ramps, assuming an SSE of 
moment magnitude between 5.5 and 7.0, to the observed 
time series to evaluate the ability of PCA to separate 
tectonic and oceanic signals. The added synthetic ramp 
signal can be divided into independent PCs depend-
ing on their scale. We proposed a transient event-
detection method using PCA applied to the OBP time 
series. The lower limit of the magnitude of the detect-
able event depends on the NIP threshold, although the 
 MW 5.9 event can be detected from the pressure data on 
the rectangular fault with the best observation points. 
Although we assumed that the observed OBP data do 
not contain detectable transient tectonic signals, in the 
future, we intend to systematically detect SSEs using this 
method and compare them with slow earthquake activity 
detected previously to better understand the occurrence 
mechanisms of slow earthquakes.
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Fig. 12 Spatial distributions of  MW at the lower limit of event detection. a The lower limit of the detectable  MW for each center position 
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Additional file 1: Figure S1. Observed time series sorted by station 
number. Each time series is color-coded by the observation node, and 
the node name and average correlation coefficient within the node are 
shown in the same color as the time series on the right. Figure S2. OBP 
time series with offset sorted by sea depth after removing PCs 1 and 2 
from (a) the observations (Same figures as Figure 6(c)), (b) after removing 
PCs 1– 3, (c) after removing PCs 1, 2 and 4, and (d) after removing PCs 
1–4. The averaged standard deviation (ASD) of each process is (a) 0.69, (b) 
0.61, (c) 0.62, and (d) 0.53. Figure S3. (a) Spatial distribution of the PC-1 
for SOM calculated using PCA. (b) Same as (a), but for PC-2. (c) Same as 
(a), but for PC-3. (d) Same as (a), but for PC-4. The time series indicate the 
eigenscores of each PC. Figure S4. (a) Time series of PC-1 for SOM. (b) 
Same as (a), but for PC-2. (c) Same as (a), but for PC-3. (d) Same as (a), but 
for PC-4. Figure S5. PC-1 variation along with (a) sea depth or (b) longi-
tude for the SOM. (c, d) Same as (a, b) but for PC-2. (e, f) Same as (a, b) 
but for PC-3. (g, h) Same as (a, b) but for PC-4. Figure S6. (a) Spatial dis-
tribution of the PC 1 for ECCO2 calculated by PCA. (b) Same as (a), but for 
PC-2. (c) Same as (a), but for PC-3. (d) Same as (a), but for PC-4. The time 
series indicate the eigenscores of each PC. Figure S7. (a) Time series of 
PC-1 for ECCO2. (b) Same as (a), but for PC-2. (c) Same as (a), but for PC-3. 
(d) Same as (a), but for PC-4. Figure S8. PC-1 variation along with (a) sea 
depth or (b) longitude for the ECCO2. (c, d) Same as (a, b) but for PC-2. (e, 
f) Same as (a, b) but for PC-3. (g, h) Same as (a, b) but for PC-4. Figure S9. 
Centroid of the rectangular fault models used for the synthetic analysis 
test. We used the rectangular faults, whose centroids were included in 
the bold black line. The color indicates the plate boundary depth. Figure 
S10. Vertical displacement distributions and PC-2 spatial distribution for 
 MW 5.9–7.0. The top right number of each figure indicates the NIP number 
between two PC 2s. Figure S11. Spatial distribution of the lower limit of 
synthetic ramp detection in the case of the threshold of (a) 0.99, (b) 0.90, 
(c) 0.80, (d) 0.70, (e) 0.60, (f) 0.50, (g) 0.40, (h) 0.30, (i) 0.20, (j) 0.10, (k) 
0.05, and (l) 0.01. The detectability change corresponds to the threshold of 
the inner product. Figure S12. Every fixed NIP variation pattern for relative 
 MW. The gray lines indicate the NIP pattern of each rectangular fault grid 
for relative moment magnitude. The red point is the average of the NIP 
for each relative  MW. The horizontal and vertical error bars indicate the 
standard deviation of  MW displacement width and NIP for each relative 
 MW, respectively. The horizontal dotted lines indicate the lower and upper 
limits of the NIP value that may be used as the threshold of detectability 
(Figure 12). Figure S13. Each principal component time series sorted by 
sea depth. The time series for (a) PC-1, (b) PC-2, (c) PC-3, and (d) PC-4. The 
rough sea depths and the station names are shown on the right side of 
(a) and (d), respectively. Figure S14. OBP time series with offset sorted by 
sea depth for (a) the observations, (b) after removing PC-1, and (c) after 
removing PC-1 and PC-2. The averaged standard deviation (ASD): (a) 1.98, 
(b) 0.91, and (c) 0.69. The station names are shown on the right side of the 
figure. The beards in the time series are caused by the interpolation of the 
missing period.
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