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Abstract 

The O+ density distribution in the nightside ionosphere has been reconstructed from extreme ultraviolet (EUV) 
images taken by the EUVI-B imager of the International Space Station Ionosphere, Mesosphere, upper Atmosphere, 
and Plasmasphere mapping (ISS-IMAP) cameras. The EUVI-B imager covers the wavelength range from about 70 nm 
to 110 nm and mainly observes the 91.1 nm emission from the recombination of O+ ions and electrons. Assuming 
that the electron density is equal to the O+ density in the F-region where the imager observes, the EUV intensity 
observed by EUVI-B is approximately proportional to the line-of-sight integral of the square of the O+ density. This 
enables us to estimate the O+ density distribution in the F-region from a sequence of EUVI-B data in each Interna-
tional Space Station (ISS) orbit with a Bayesian method. We demonstrate the reconstruction of the O+ distribution. In 
particular, the O+ density structure of the equatorial ionization anomaly (EIA) in the vicinity of an ISS orbit is obtained.
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Introduction
The International Space Station Ionosphere, Mesosphere, 
Atmosphere, and Plasmasphere mapping (ISS-IMAP) mis-
sion operates a suite of imagers on board the International 
Space Station (ISS). One of the imagers, EUVI-B, covers 
the wavelength range from about 70 nm to 110 nm (Yoshi-
kawa et al. 2011; Uji et al. 2014). This imager was intended 
to observe extreme ultraviolet (EUV) emissions at 83.4 nm 
scattered by O+ ions. However, our previous study (Nakano 
et  al. 2021) concluded that EUVI-B mostly observes the 
91.1 nm emission due to recombination between O+ ions 
and electrons during nighttime. The ISS orbits at about 
400 km and the EUVI-B imager was oriented to observe 
the F-region of the ionosphere. In the F-region, the elec-
tron density is approximately equal to the O+ density. We 
can thus assume that the EUV intensity observed from 
EUVI-B is approximately proportional to the line-of-sight 
integral of the square of the O+ density. This motivated us 
to use the EUVI-B data for tomographic reconstruction 
of the O+ density distribution around the ISS orbit in the 
nightside ionosphere.

Dymond et  al. (2017a, b) also reconstructed the O+ 
density distribution with 91.1 nm EUV images observed 
by the Special Sensor Ultraviolet Limb Imager (SSULI) 
instruments on board the Defense Meteorological Satellite 
Program (DMSP) Block 5D3 satellites. While the DMSP 
satellites orbit at about 800 km altitude, the ISS orbits at 
about 400 km , which is close to the F-region. This orbital 
altitude potentially allows us to resolve a more detailed 
structure of the F-region with a high-resolution imager. 
This study aimed to demonstrate the reconstruction of O+ 
density distribution from the EUVI-B data of ISS-IMAP. 
The EUVI-B imager normally took EUV images with a 
time interval of 102 seconds. The sequence of the images 

acquired in each ISS orbit was utilized to obtain the three-
dimensional O+ distribution (latitude, longitude, and alti-
tude) in the vicinity of the orbit, although the present paper 
reports the latitudinal and altitudinal structures. Since 
reconstruction results can be obtained every ISS orbit, with 
a period of about 90  min, we could obtain the temporal 
evolution of the ionospheric structure with a temporal res-
olution of about 90 min. Since the ISS orbits at low and mid 
latitudes, variations of the equatorial ionization anomaly 
(EIA) (e.g., Appleton 1946) can be analyzed.

Data
The ISS-IMAP telescopes on board the ISS conducted 
limb observations of the Earth’s ionosphere. The ISS orbits 
at about 400 km altitude, and its orbital inclination is 51◦ . 
The ISS-IMAP imagers were directed toward the aft direc-
tion of the ISS orbit. The EUVI-B imager took EUV images 
with an exposure time of 60 seconds and normally with an 
observation cadence of 102 seconds. The nominal field of 
view of EUVI-B is 13.2◦ × 13.2◦ . Each image taken from 
EUVI-B contains 128× 128 pixels. However, some of 
the pixels cannot be used for scientific purposes. Figure 1 
shows statistics of all the pixels for the period from 10 
December 2012 to 1 January 2013. The left panel shows the 
average of the detected count per min for each pixel and 
the right panel shows the standard deviation of the count 
per min. In the corners, the average and standard deviation 
are near zero. The substantial field of view is thus the cir-
cular area in the square image. The figure shows that the 
pixels in the rim of the field of view do not correctly detect 
the EUV flux. Moreover, some parts in the right half of the 
images showed abnormal values probably because the sen-
sors were damaged. We exclude these noisy pixels, and only 

counts/min.

Fig. 1 Average (left) and standard deviation (right) for the data from 10 December 2012 to 1 January 2013
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use the data from the pixels within the region indicated in 
Figure 2, which is defined as 

 where Xj and Xj are the X and Y coordinates of the jth 
pixel on an image and (CX ,CY ) indicates the center of 
the image. Equation (1a) excludes the upper-right half of 
each image where many of the EUV detectors were dam-
aged. Equation (1b) excludes the noise in the rim of each 
image.

Figure 1 also indicates that the observed signal tended to 
be stronger around the center of an image than in areas 
away from the center. Figure 3 shows the statistics in Fig-
ure 1 along the horizontal line indicated with a red line in 
Figure 2. The left panel shows the average of the data from 
10 December 2012 to 1 January 2013 along this line, the 
middle panel the standard deviation, and the right panel 
the square root of the difference between the variance and 
average. In each panel, the region excluded by the criteria 
in Eqs. (1a) and (1b) is shaded with gray. If the sensitivity 
was uniform over all the pixels, the average EUV flux along 
the horizontal line would be flat because the horizontal 
structure of the ionosphere would be approximately uni-
form on average. However, the average flux was larger in 
the center than off-center. The standard deviation was also 

(1a)Xj + Yj < 128,

(1b)
√

(Xj − CX )2 + (Yj − CY )2 < 56,

larger in the center. This indicates high sensitivity around 
the center of the imager. We estimate the sensitivity from 
√

σ 2
yj
− ȳj where ȳj and σ 2

yj
 denote the mean and variance of 

the observed signal for jth pixel as discussed in Appendix. 
The shape of sj was determined so that it well matches the 
profile of 

√

σ 2
yj
− ȳj in the bottom panel of Figure  3. We 

assume a sensitivity for the jth pixel as

where 0.0018 [counts/s/Rayleigh/bin] is the sensitivity 
determined based on ground calibrations for 91.1 nm 
EUV (Uji et al. 2014; see also Page 5 of our previous paper 
Nakano et al. 2021). Equation (2) thus assumes that the 
peak sensitivity approximately matches the experimental 
value. The red line in the lower panel of Figure 3 shows 
the curve of sj in Eq. (2) after adjusting the vertical scale.

Method of estimation
91.1 nm EUV
This study assumes that the EUV flux observed by the 
EUVI-B imager is attributed to 91.1 nm emission due to 
the recombination of O+ ions and electrons. Although 
EUVI-B can also detect 98.9 nm and 102.6 nm emissions, 
the contributions of these emissions are estimated to be 
minor (Nakano et al. 2021). Therefore, we only consider 
91.1 nm EUV in this study. The 91.1-nm EUV flux due 
to the O+ recombination Fr is obtained by the following 
integral along line of sight:

where ne is the electron density and nO+ the O+ ion den-
sity. The radiative recombination coefficient κ is set to be 
κ = 3.5× 1023 × (1160/T )m3/s (Meléndez-Alvira et  al. 
1999), where T is the electron temperature in Kelvin and 
it is given by the International Reference Ionosphere (IRI) 
model (Bilitza et al. 2014) in this study. The optical depth 
τ is given by the following line-of-sight integral:

where m denotes the absorbing species, αm is the absorb-
ing cross-section for the species, and nm is the num-
ber density for the species. We take into account the 
absorption due to N2 , O , and O2 . The absorption coef-
ficients for 91.1 nm EUV are set to be 14.5× 10−22 m2 , 
3.93× 10−22 m2 , and 15.34 × 10−22 m2 for N2 , O , and 
O2 , respectively, according to Dymond et al. (2017b). The 

(2)

sj = 0.0018×





4
9
exp

[

−
(Xj − CX )2 + (Yj − CY )2

28

]2
+

5
9



,

(3)Fr =
1

4π

∫ ∞

0
κe−τnenO+ dℓ,

(4)τ =
∑

m

∫ ℓ

0
αmnm(r(s)) ds,

X

Y

O

Fig. 2 Region of each image used for observations. The 
purple-shaded area is excluded
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number densities for the absorbing species are assumed 
based on the Naval Research Laboratory Mass Spectrom-
eter and Incoherent Scatter Radar Exosphere (NRLM-
SISE-00) model (Picone et  al. 2002). Assuming that the 
electron density is approximately equal to the O+ density 
in the F-region, Eq. (3) can be approximated as

This equation shows that only the O+ density nO+ 
remains to be estimated.

Tomographic inversion
The inversion domain covers −40◦ ≤ � ≤ 40◦ in geo-
graphic latitude and 100 km ≤ a ≤ 800 km in altitude. 
As the longitudinal range of the inversion domain is cen-
tered around the longitude where each orbit crosses the 
equator, it depends on the orbit of the ISS. The width of 
the longitudinal range is fixed at 70◦ . We represent the 
spatial distribution of n2O+ of the inversion domain in the 
following form:

where wi is the weight for the basis function b(r, ri) and 
N denotes the number of the basis functions used for the 
estimation. We define the basis function b as

where � , ϕ , and a indicate the geographic latitude, geo-
graphic longitude, and altitude, respectively. The function 
B denotes the second-order cardinal B-spline function 
centered at zero (Fahrmeir et al. 2021):

(5)Fr ≈
1

4π

∫

κe−τ(r)[nO+(r)]2 dℓ.

(6)[nO+(r)]2 =

N
∑

i=1

wib(r, ri),

(7)b(r, ri) = B

(

�− �i

��

)

B

(

ϕ − ϕi

�ϕ

)

B

(

a− ai

�a

)

,

(8)B(z) =







































1

2

�

z +
3

2

�2 �

−
3

2
≤ z < −

1

2

�

3

4
− z2,

�

−
1

2
≤ z <

1

2

�

1

2

�

3

2
− z

�2 �

1

2
≤ z <

3

2

�

,

0, (otherwise).

Average

Standard deviation

counts/min.

counts/min.

counts/min.

Fig. 3 Profile along the red horizontal line in Figure 2 
of the average (upper), standard deviation (middle), and square 
root of the difference between the variance and average (lower) 
for the data from 10 December 2012 to 1 January 2013 shown 
in Figure 1. The red line in the lower panel indicates the curve in Eq. 
(2) after adjusting the vertical scale

◂
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In Eq. (7), we set �� = 2◦ , �ϕ = 5◦ , and �a = 20 km . 
This means that the basis function is placed every 2◦ , 5◦ , 
and 20 km in geographic latitude, longitude, and altitude, 
respectively.

To ensure that the O+ density represented by Eq. (6) is 
positive, we apply the constraint wi > 0 and convert it into 
a logarithm as

We define a N-dimensional vector x consisting of xi for 
all the basis functions and assume that x does not change 
over time for each orbit. The prediction of the observa-
tion (counts per min) for the jth pixel at time tk can thus 
be written as a function of x:

where µ is a constant accounting for the background 
incident EUV, which is assumed to be uniform over all 
the pixels.

We estimate the O+ distribution based on the Bayesian 
formulation, as also done by Dymond et  al. (2017a). We 
assume the observed count of EUV photons for each pixel 
ykj obeys the Poisson distribution as

Defining a vector yk consisting of ykj for all the pixels 
used for the estimation in each image, the likelihood of x 
given yk can be written as

where n is the dimension of yk which corresponds to 
the number of the pixels used for the estimation in each 
image. The prior distribution for x is given by a Gaussian 
distribution as

where x̄b is the prior mean, Px is the prior covariance 
matrix, and |Px| indicates the determinant of Px . The prior 
mean x̄b is given by the average of the IRI density over 
the estimation domain for each altitude. The covariance 

(9)xi = logwi.

(10)

hkj(x) =
sj
4π

∫

κe−τ(r)
(

∑

i
exi b(r, ri)

)

d�

+ µ =
sj
4π

∑

i
exi

∫

κe−τ(r)b(r, ri) d�+ µ,

(11)ykj ∼ Poisson
(

hkj(x)
)

.

(12)p(yk |x) =

n
∏

j=1

hkj(x)
ykj

ykj!
exp

[

−hkj(x)
]

,

(13)

p(x) =
1

√

(2π)N |Px|
exp

(

−
1
2
[

x − x̄b
]

�P−1
x

[

x − x̄b
]

)

,

matrix Px is obtained from the Gaspari–Cohn covariance 
function (Gaspari and Cohn 1999):

which approximates a Gaussian function but provides 
a sparse covariance matrix. To obtain the covariance 
between two points r1 and r2 , we define d as

where �∗i  , ϕi , and ai denote the geomagnetic dip latitude, 
geographic longitude, and altitude of the point ri , respec-
tively. Although the spatial scale of the basis function is 
given in Eq. (7), the effective spatial scale can be con-
trolled by ��

∗ , �ϕ , and �a in Eq. (15) which determines 
the spatial scale of the covariance function ρ(d) . In this 
study, we set ��

∗ = 5◦ , �ϕ = 60◦ , and �a = 50km . Note 
that Eq. (15) uses dip latitudes, which means that we 
assume high correlation between two points with similar 
dip latitudes. The covariance matrix Px is then obtained 
as follows:

where σ is a parameter which determines the scale of Px.
The posterior density of x given a sequence of EUV 

images {y1, . . . , yK } acquired in each ISS orbit is written 
as

Using Eqs. (12) and (13), we find

(14)

ρ(d) =
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(15)

d(r1, r2) =
|�∗1 − �

∗
2|
2

��∗2
+

|ϕ1 − ϕ2|
2

�ϕ2
+

|a1 − a2|
2

�a2
,

(16)

Px = σ 2













ρ(d(r1, r1)) ρ(d(r1, r2)) · · · ρ(d(r1, rN ))

ρ(d(r2, r1)) ρ(d(r2, r2)) · · · ρ(d(r2, rN ))

...
...

. . .
...

ρ(d(rN , r1)) ρ(d(rN , r2)) · · · ρ(d(rN , rN ))













,

(17)p(x|y1, . . . , yK ) =
p(x)

∏K
k=1 p(yk |x)

∫

p(x)
∏K

k=1 p(yk |x) dx
.

(18)

p(x|y1, . . . , yK )

∝ p(x)

K
∏

k=1

p(yk |x)

=
1

√

(2π)N |Px|
exp

(

−
1

2
[x − x̄b]

T
P
−1
x [x − x̄b]

)

K
∏

k=1

n
∏

j=1

hkj(xk)
ykj

ykj!
exp

[

−hkj(xk)
]

.
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Accordingly, the log posterior density satisfies

where C is a constant. We define the objective function 
J as

and minimize J to obtain the optimal value x̂ which maxi-
mizes the posterior density p(x|y1, . . . , yK ) . The mini-
mization of J is conducted with the Newton–Raphson 
method as explained in Appendix. An estimate of the O+ 
density distribution is eventually obtained as

The uncertainties of the estimate can be evaluated with 
the variance of the posterior distribution p(x|y1, . . . , yK ) , 
where J is the objective function defined in Eq. (20). The 
second-order approximation of J yields an approximation 
of the posterior distribution as follows

This approximation is sometimes referred to as Laplace’s 
approximation (e.g., Bishop 2006) and it provides a 
Gaussian approximation of the posterior. We can thus 
regard the inverse of the Hessian matrix 

(

∇2J
)−1 as an 

approximation of the covariance matrix of the posterior 
distribution. We evaluate the uncertainties using the 
diagonal elements of 

(

∇2J
)−1 in this study.

Parameter estimation
To obtain an estimate of the O+ density with the above 
method, the parameters µ in Eq. (10) and σ 2 in Eq. (16) 
must be obtained in advance. We determine these param-
eters by maximizing the marginal likelihood (e.g., Morris 
1983; Casella 1985) of µ and σ 2 defined as

(19)

log p(x|y1, . . . , yK )

= −
1
2
[x − x̄b]�P−1

x [x − x̄b]

+

K
∑

k=1

n
∑

j=1

[

ykj log hkj(x)− log ykj! − hkj(x)
]

−
1
2
log

[

(2π)N |Px|
]

+ C,

(20)

J =
1
2
[x − x̄b]�P−1

x [x − x̄b]

−

K
∑

k=1

n
∑

j=1

[

ykj log hkj(x)− log ykj! − hkj(x)
]

,

(21)nO+(r) =

√

∑

i

ex̂i bi(r, ri).

(22)

p(x|y1, . . . , yK ) ≈ exp
[

−J
(

x̂
)

−
1
2
(

x − x̂
)

[

∇
2J
]

(

x − x̂
)

−
1
2
log

[

(2π)N |Px|
]

+ C
]

.

where J is the objective function defined in Eq. (20). The 
second-order approximation of J in Eq. (22) yields an 
approximation of Eq. (23) as follows

where |∇2J (x̂)| is the determinant of the Hessian matrix 
of J. The logarithm of the marginal likelihood can thus 
approximately be obtained as

We thus seek the optimal values of µ and σ 2 such that 
log p(y1, . . . , yK |µ, σ

2) is maximized.

Experiment with synthetic images
We conducted an experiment of reconstructing the O+ 
density distribution from a sequence of synthetic images. 
The synthetic images were generated by simulating the 
actual observation by the EUVI-B imager at 21:03–21:26 
UT on 26 December 2012, and these synthetic images 
were used as the observation {y1, . . . , yK } in Eq. (18). 
Figure 4 shows the positions of the ISS at the midpoint 
of each observation interval on 26 December 2012. For 
the orbit of 21:03–21:26 UT, the imager started observa-
tions about 32◦ latitude and −17◦ longitude and took 14 
images until the observation ended at about −33◦ latitude 
and 38◦ longitude. The imagers were oriented toward the 
aft direction of the ISS orbit as described above. EUVI-B 
thus observed EUV which came from the northwest. The 
O+ distribution was determined by the IRI model (Bilitza 

(23)

p(y1, . . . , yK |µ, σ
2)

=

∫

p(x|µ, σ 2)

K
∏

k=1

p(yk |x,µ, σ
2) dx

=

∫

1
√

(2π)N |Px|

exp

(

−
1

2
[x − x̄b]

T
P
−1
x [x − x̄b]

)

K
∏

k=1

n
∏

j=1

hkj(xk)
ykj

ykj!

exp
[

−hkj(xk)
]

dx

=
1

√

(2π)N |Px|

∫

exp [−J ] dx,

(24)

p(y1, . . . , yK |µ, σ
2) ≈

1
√

(2π)N |Px|

√

(2π)N exp[−J (x̂)]
√

|∇2J (x̂)|

=
exp[−J (x̂)]

√

|Px||∇2J (x̂)|
,

(25)
log p(y1, . . . , yK |µ, σ 2) ≈ −J (x̂)−

1
2

(

log |Px| + log |∇2J (x̂)|
)

.
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et al. 2014) for obtaining the synthetic images. The obser-
vation for each pixel was predicted according to Eq. (10) 
with the background noise of µ = 0.6 , and Poisson noise 
was added to each pixel of the synthetic images. Figure 5 
shows 4 of the 14 synthetic images taken at about 21:08, 
21:11, 21:15, and 21:18 UT.

First, we determined the value of the parameters σ and 
µ with grid search using the metric introduced in Eq. 
(25). Figure 6 shows the logarithm of the marginal like-
lihood with respect to the parameter of the background 
noise µ . The log likelihood reached the maximum when 
µ = 0.6 , which matched the value given for generating 
synthetic images. This suggests that the log marginal like-
lihood provides a reasonable estimate of µ . Similarly, we 
sought the optimal value of σ and it was estimated as 0.8 
in this experiment.

We then reconstruct the O+ distribution from the 
synthetic dataset using the optimal parameter values. 
Figure  7 shows the result of the reconstruction. The 
upper panel shows the reconstructed O+ distribu-
tion, the middle panel shows the O+ distribution in 
the IRI model, used for generating the synthetic data, 
and the lower panel shows the difference between 
the reconstructed distribution and the IRI distribu-
tion. Each panel shows the distribution on a vertical 
cross-section approximately along the ISS orbit; that 
is, −30◦ and 30◦ latitudes correspond to 38◦ and −33◦ 
longitudes, respectively. The double-peak structure 
of the EIA given by the IRI model was successfully 
reproduced. Note that the color scale is logarithmic in 
the upper and middle panels while it is linear in the 
bottom panel. The smaller range in the bottom panel 

suggests that the reconstructed density distribution 
matches well with the IRI model which produced the 
synthetic data. In particular, the errors were small for 
an altitude of around 300 km , which corresponds to 
the tangential point of the line of sight for the central 
pixel. The blue region in the bottom panel indicates 
underestimation of the O+ density. The underestima-
tion at around 500 km altitude between −20◦ and 20◦ 
latitude was due to this region being out of the scope 
of the EUVI-B imager.

To assess the area where the O+ density is effectively 
estimated from the EUVI-B images, we evaluate the 
structure of the function hkj(x) in Eq. (10). We consider 
a vector-valued function hk(x) as

and obtain the Jacobian matrix of hk(x) at x = 0 , Hk as 
follows

We then define a matrix RH as follows

where 
(

H
T

kHk

)− denotes the Moore–Penrose generalized 
inverse of the matrix HT

kHk . The matrix RH is sometimes 

(26)hk(x) =







hk1(x)
...

hkn(x)






,

(27)Hk =







(∇hk1(0))
T

...

(∇hkn(0))
T






.

(28)RH =
(

H
T

kHk

)−
H

T

kHk ,

21:03 19:30 17:58 16:25 14:52

21:25 19:53 18:20 16:47 15:14

13:19 11:46 10:14 08:41 07:08

13:41 12:08 10:36 09:03 07:30

Fig. 4 ISS orbits of 07:08–07:30 UT, 08:41–09:03 UT, 10:14–10:36 UT, 11:46–12:08 UT, 13:19–13:41 UT, 14:52–15:14 UT, 16:25–16:47 UT, 17:58–18:20 
UT, 19:30–19:53 UT, and 21:03–21:25 UT on 26 December 2012. The blue line indicates the dip equator according to the DGRF model. Each red circle 
indicates the location of the ISS at the midpoint of each observation interval (exposure time)
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referred to as the resolution matrix (e.g., Menke 2018) 
and it represents how accurately the true weights ( w1 , . . . 
, and wN in Eq. (6)) can be reproduced. If RH is equal to 
the identity matrix and its diagonal element is unity, the 
true value can completely be reconstructed by this inver-
sion. The diagonal element is actually less than 1 because 
the distribution reconstructed by the inversion is blurred 
from the true distribution. However, if the diagonal ele-
ment is much smaller than 1, it means that the EUVI-B 
images are not informative to estimate the O+ density 
there. The upper panel of Figure  8 shows the diagonal 
element of RH for each point. The diagonal element was 
less than 0.2 above 450 km altitudes and below 200 km 
altitudes. This suggests that the O+ density above 450 km 
altitudes and below 200 km altitudes could not reliably be 
estimated from the EUVI-B images. In the following, we 
exclude the results in the region where the diagonal ele-
ment of RH is less than 0.2. Accordingly, the region above 
450 km altitudes and below 200 km are not displayed in 
the following analyses. The middle and lower panels of 
Figure  8 respectively show the O+ density distribution 
reconstructed from synthetic images and the difference 
between the reconstructed distribution and the IRI distri-
bution, which was shown in the top and bottom panels of 
Figure 7, but the values in the region where the diagonal 
element of RH was below 0.2 are masked. After exclud-
ing the estimates with low reliability, the O+ density was 
well-estimated and the difference between the recon-
structed distribution and the IRI distribution became 
mostly small. However, the region of the underestimation 
at around 200–250 km altitudes around 20◦–30◦ latitude 
was not excluded even after the evaluation of RH . Fig-
ure 9 compares the expected EUV counts under the O+ 
distribution from the synthetic images with the expected 
counts under the IRI O+ distribution which generated 
the synthetic images shown in Figure  5. The altitude at 
the tangential point of the line of sight for each pixel is 
indicated with orange contours. Each panel of Figure 9a, 
which shows the expectation under the estimated O+ 
distribution, well agreed with the corresponding panel 
of Figure  9b even for the pixels of which the tangential 
point was below 250 km . This suggests that the estimates 
reasonably exploited the information of the EUV images. 
Since the EUV emissions from the low-altitude region are 
observed only from distant locations on the orbit of the 

Fig. 5 The synthetic EUV images which simulate the EUVI-B 
measurements at about 21:08 UT, 21:11 UT, 21:15 UT, and 21:18 
UT. In each panel, the orange contours indicate the altitude 
at the tangential point of the line of sight for each pixel

◂
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ISS, it would be difficult to distinguish them from emis-
sions from nearby regions. This is a probable reason of 
the underestimation at around 200–250 km altitudes in 
the northern hemisphere.

Figure 10 shows the uncertainties of the estimated O+ 
density evaluated with the dispersion of the posterior dis-
tribution p(x|y1, . . . , yK ) . This figure focuses on the alti-
tudinal range from 200 to 450 km . The upper panel shows 
the estimated O+ density for reference. The middle panel 
shows the interquartile range of the posterior distribu-
tion of the O+ density, which can be calculated from the 
posterior of xi = logwi in Eq. (9) for all i. Since xi sub-
stantially corresponds to the logarithm of the O+ density, 
the variance of the estimated density tends to be smaller 
in the region where the estimated O+ density is smaller. 
On the other hand, the lower panel shows the variance 
of the posterior distribution of xi for each point, which 
corresponds to the posterior variance in the logarith-
mic scale. This tends to be smaller in the region where 

µ
Fig. 6 Logarithm of the marginal likelihood with respect 
to the parameter of the background noise µ

m-3

m-3

Fig. 7 O+ distribution estimated from synthetic images (upper), O+ distribution in the IRI model (middle), and the difference between the two 
(lower)
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the estimated O+ density is larger. This would be because 
the observation is related with the line-of-sight integral 
which corresponds to an additive operation of the O+ 
density and the uncertainties tend to be assigned to each 
wi along the line-of-sight evenly in linear scale.

Results
This section demonstrates the reconstruction of the O+ 
distribution from the actual EUV images for five orbits 
on 26 December 2012. In estimating the O+ distribu-
tion, the parameters σ and µ were set to be 1.0 and 0.5, 
respectively, which were determined by the grid search 
based on the logarithm of the marginal likelihood in Eq. 
(25). Figures 11 and 12 show the reconstructed O+ dis-
tributions for ten orbits on 26 December 2012 shown 
in Figure  4. Figure  11 shows the distributions for the 
orbits in the periods 07:08–07:30 UT, 08:41–09:03 UT, 
10:14–10:36 UT, 11:46–12:08 UT, and 13:19–13:41 UT 

on this day. Figure 12 shows those for the orbits in the 
periods 14:52–15:14 UT, 16:25–16:47 UT, 17:58–18:20 
UT, 19:30–19:53 UT, and 21:03–21:25 UT. On this 
day, each orbit started around 30◦ in geographic lati-
tude around 20:30 local time and ended around −30◦ in 
geographic latitude around midnight in local time. As 
shown in Figure 4, the ISS moved from −167◦ to −113◦ 
in geographic longitude during the period 07:08–07:30 
UT, from 170◦ to −136◦ during 08:41–09:03 UT, from 
146◦ to −159◦ during 10:14–10:36 UT, from 133◦ to 
178◦ during 11:46–12:08 UT, from 110◦ to 154◦ during 
13:19–13:41 UT, from 77◦ to 131◦ during 14:52–15:14 
UT, from 53◦ to 108◦ during 16:25–16:47 UT, from 30◦ 
to 84◦ during 17:58–18:20 UT, from 7◦ to 61◦ during 
19:30–19:53 UT, and from −17◦ to 38◦ during 21:03–
21:25 UT. Each panel of Figure 12 shows the O+ density 
distribution on the vertical cross-section approximately 
along the ISS orbit. Figure  13 compares the observed 

m-3

m-3

Fig. 8 The diagonal elements of the matrix RH (upper), O+ distribution estimated from synthetic images in the region where the diagonal element 
is below 0.2 (middle), and the difference between the estimate and the IRI model in the region where the diagonal element is below 0.2 (lower)
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Fig. 9 The expectation of EUV counts under the O+ distribution estimated from the synthetic images (a) and the expectation of EUV counts 
under the IRI O+ distribution (b) at about 21:08 UT, 21:11 UT, 21:15 UT, and 21:18 UT. The meaning of the orange contours is the same as in Figure 5
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EUV images with the expectation of EUV counts under 
the estimated O+ distribution at 21:08 UT, 21:11 UT, 
21:15 UT, and 21:18 UT. Each panel of Figure  9b well 
explains the characteristics of the corresponding panel 
of Figure  9a suggesting that our method provides the 
reasonable estimates in terms of the EUVI-B data.

Figures  11 and 12 show the clear double-peak struc-
ture of the EIA except for the orbit of 14:52–15:14 UT 
in which the northern peak was not clear. The density 
tended to be larger in the southern peak than the north-
ern peak. This might be a seasonal effect which enhances 
the ion density in the summer hemisphere. The structure 
of the EIA changed orbit by orbit. As mentioned above, 
the local times were almost the same for each orbit. 
Hence, the differences between the orbits are interpreted 
as being due to temporal evolution. One possible cause 
of the temporal evolution is the longitudinal dependence 
of the EIA structure. Since the generation of the EIA is 

related to the dip angle of the background geomagnetic 
field, the longitudinal variation of the dip angle could 
cause the variation of the EIA. Indeed, the EIA shifted 
northward from the period 07:08–07:30 UT to the period 
10:14–10:36 UT, which likely corresponds to the location 
of the dip equator with respect to the orbit. In Figure 4, 
the dip equator according to the Definitive geomagnetic 
reference field (DGRF) model (Thébault et al. 2015; Alken 
et al. 2021) is overplotted. While the orbit at 07:08–07:30 
UT crossed the dip equator at around −3◦ in geographic 
latitude, the orbit at 10:14–10:36 UT crossed the dip 
equator at around 4◦ in geographic latitude. This would 
explain the latitudinal displacement of the EIA. How-
ever, the latitude of the dip equator cannot explain all the 
characteristics. For example, the separation between the 
northern and southern anomalies is difficult to explain. 
At 14:52–15:14 UT, the double-peak structure of the 
EIA was not observed. At 16:28–16:47 UT, both the 

m-3

m-3

Fig. 10 O+ distribution estimated from synthetic images (upper), the interquartile range of the posterior distribution of the O+ density (middle), 
and the variance of the posterior of x (lower)
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northern and southern density anomalies appeared but 
they were not clearly separated. At 17:58–18:20 UT and 
19:32–19:53 UT, the northern anomaly gradually shifted 
northward and separated from the southern anomaly. 

At 21:05–21:26 UT, the northern anomaly was distinctly 
separated from the southern anomaly. The geographic 
latitude of the dip equator was almost constant around 
7◦ over the longitudes 40◦ to 140◦ . The latitudes of the 

m-3

m-3

m-3

m-3

m-3

Fig. 11 Reconstructed O+ distribution for the orbits of 07:08–07:30 UT, 08:41–09:03 UT, 10:14–10:36 UT, 11:46–12:08 UT, and 13:19–13:41 UT on 26 
December 2012. Respective orbits covered the longitudinal range from −167

◦ to−113
◦ , from 170◦ to −136

◦ , from 146◦ to −159
◦ , from 133◦ to 178◦ , 

and from 110◦ to 154◦ . The dip equator for each orbit is indicated with a blue triangle under each panel
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dip equator are not likely to explain the variation from 
the 14:52–15:14 UT orbit to of 19:30–19:53 UT orbit. It 
is also notable that the peak O+ density was markedly 
larger at 21:05–21:26 UT than in the other periods. This 

density enhancement cannot be explained by the effect 
of the terrestrial magnetic structure. Although we have 
not yet resolved the reasons for these characteristics, the 
density enhancement could be interpreted as the effect 

m-3

m-3

m-3

m-3

m-3

Fig. 12 Reconstructed O+ distribution for the orbits of 14:52–15:14 UT, 16:25–16:47 UT, 17:58–18:20 UT, 19:30–19:53 UT, and 21:03–21:25 UT on 26 
December 2012. Respective orbits covered the longitudinal range from 77◦ to 131◦ , from 53◦ to 108◦ , from 30◦ to 84◦ , from 7◦ to 61◦ , and from −17

◦ 
to 38◦ . The dip equator for each orbit is indicated with a blue triangle under each panel
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Fig. 13 The observed EUV images (a) and the expectation of EUV counts under the estimated O+ distribution (b) at 21:08 UT, 21:11 UT, 21:15 UT, 
and 21:18 UT. The meaning of the orange contours is the same as in Figure 5
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of the daytime electric field enhancement (e.g., Mo et al., 
2018; Kumar et  al., 2021). Indeed, a weak ionospheric 
convection enhancement driven by the southward inter-
planetary magnetic field was observed in the AU and AL 
indices (Davis and Sugiura , 1966; World Data Center 
for Geomagnetism, Kyoto et al. 2015) around 12 and 13 
UT when the African region was on the dayside, and this 
region was passed through by the ISS at 19:30–19:53 UT 
and 21:05–21:26 UT. In addition, wave-4 structures as an 
effect from the lower atmosphere (e.g., Immel et al., 2006) 
might also partly contribute to the variations of the EIA. 
Further analyses are required to clarify what controlled 
the variation of the EIA.

Summary
We have demonstrated that the O+ density distribu-
tion in the nightside ionosphere can be reconstructed 
from a sequence of images taken by the EUVI-B imager 
of ISS-IMAP. Our reconstruction method is based on 
the representation of the square of the O+ density using 
the second-order B-spline functions. The weights of the 
basis functions are optimized by maximizing the Bayes-
ian posterior density. An estimate of the O+ distribution 
can be obtained each orbital period of ISS, approximately 
every 90 min. An experimental result with a sequence of 
synthetic images shows that a reasonable estimate for the 
O+ distribution is obtained from the EUVI-B data. We 
presented the density distribution for ten orbits on 26 
December 2012 reconstructed from the actual EUVI-B 
data. The reconstruction results suggest that the struc-
ture of the EIA varies orbit by orbit. For example, the 
results show a latitudinal displacement of the EIA, which 
was likely to be due to the longitudinal dependence of 
the background terrestrial magnetic field. A density vari-
ation, possibly driven by the daytime electric field, was 
also observed. In this way, the EUVI-B data can provide 
vital information for investigating the dynamics of the 
EIA.

Although we estimated the three-dimensional O+ 
distribution, only the latitudinal and altitudinal dis-
tribution are demonstrated in the present paper. We 
assumed a smooth longitudinal structure by setting 
�ϕ = 60◦ in Eq. (15) because any clear longitudinal 
structures were not found in the EUV images analyzed 
in this study. Due to this assumption, the longitudinal 
density distribution was hardly resolved. Although it 
might be possible to resolve a longitudinal structure 
by tuning �ϕ . Note that it is not meaningless to solve 
the longitudinal distribution in our inversion method. 
We combine the data of EUV from various directions 
for estimating the O+ distribution, and it helps reduce 
the estimation errors due to measurement noises. To 
appropriately model the EUV coming from various 

longitudes, it is necessary to consider the three-dimen-
sional distribution including the longitudinal distribu-
tion. The altitudinal resolution is another issue which 
should be addressed in the future. Although we set 
�a = 50km at present, a higher altitudinal resolution 
might be feasible by exploiting the resolution of the 
EUVI-B observation.

Appendix A: Estimation of sensitivity
When estimating the sensitivity at each pixel, we assume 
that the signal at each pixel can be described by the the 
following equation:

where fj denotes the incidental EUV flux at each pixel 
and ε denotes the Poisson noise with zero mean. We 
assume that fj obeys the same probability distribution for 
all the pixels along the red diagonal line in Figure 2. If the 
mean background noise µ̄ and the sensitivity sj for each 
pixel are constant in time, the temporal average of the 
observed signal ȳj is given as

The variance of yj , σyj , becomes

where E[·] denotes the expectation and σf  is the variance 
of f. We assumed that the Poisson noise εj is independent 
of fj and we approximated the variance of εj is equal to ȳj . 
Accordingly, the sensitivity sj is estimated as follows

Appendix B: Optimization of the objective function
We minimized the objective function J in Eq. (20) with 
the Newton–Raphson method. Before applying the New-
ton–Raphson method, we factorize the covariance matrix 
Px as

We define a vector ξ as

(A1)yj = µ̄+ sjfj + εj ,

(A2)ȳj = µ̄+ sj f̄ .

(A3)
σ 2
yj
= E

[

s2j (fj − f̄ )2 + ε2j

]

= s2j σ
2
f + E

[

ε2j

]

= s2j σ
2
f + ȳj ,

(A4)sj =

√

√

√

√

σ 2
yj
− ȳj

σ 2
f

∝
√

σ 2
yj
− ȳj .

(B1)Px = VV
T.

(B2)ξ = V
−1x,
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and rewrite the objective function in Eq. (20) as

to improve convergence. In applying the Newton–Raph-
son method, we need the gradient of J as

We approximately obtained the Hessian matrix of J by 
neglecting the second-order derivative of the function hkj 
as also done in the Gauss–Newton method:

where I is the identity matrix. We regularized this Hes-
sian matrix at each iteration of the Newton–Raphson 
method. We thus update x according to the following 
equation

where we fixed η to be 0.5 and α was given adaptively at 
each iteration.

Note that ∇2
ξ J  in Eq. (B5) is the Hessian matrix of J 

with respect to ξ . When evaluating the uncertainties in 
Eq. (22), we use the approximate Hessian matrix with 
respect to x which is given as
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(B3)

J =
1
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