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Abstract 

To obtain both the intensities and phases of electric fields, it is necessary to calibrate the data observed by the sensor 
by consulting the sensor characteristics. The frequency profile of the sensor impedance obtained from the simulation 
is roughly consistent with that obtained from the theory. However, some differences are identified in the frequency 
profile of the sensor impedance obtained from the simulation compared to the theory. We conducted simulations 
using the particle-in-cell (PIC) simulation tool to analyze the impedance of electric field sensors immersed in magnet-
ized space plasmas. The simulation model comprised a dipole sensor placed in a three-dimensional simulation box 
filled with electrons and ions. The dipole sensor was represented by perfect conductor rods. We carefully selected 
simulation parameters and employed an appropriate feeding technique to accurately evaluate the sensor imped-
ance. We observed significant changes in the frequency dependence of the sensor impedance as cyclotron frequency 
varied. To understand the simulation results, we introduced the linear dispersion relation. By comparing the real part 
of the sensor impedance with the ω − k diagram, we found that the impedance peaks corresponded to frequencies 
at which branches of plasma waves were present, with k = khalf , representing half the wavelength equal to the tip-to-
tip sensor length, i.e., the sensor can be assumed as the half-wavelength dipole antenna.
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Graphical Abstract

Introduction
Accurate measurement and a quantitative understand-
ing of space environments are essential for future 
space utilization and development. Since space plas-
mas are collisionless, plasma waves transport the ener-
gies and momentums of plasma particles. Plasma wave 
observations are thus indispensable for space mis-
sions that explore space environments. Dipole sensors 

installed on scientific spacecraft are commonly used 
for observing the electric field components of plasma 
waves  (Barrington and Belrose 1963). To obtain both 
the intensities and phases of electric fields, it is neces-
sary to calibrate the data picked up by the electric field 
sensor. However, the electric field sensors in plasmas 
exhibit complicated properties because plasma is a 
dispersive medium. In particular, the impedance and 

Fig. 1 Equivalent front-end circuit for electric field measurement system. Va is the voltage induced by the applied electric field, Za the sensor 
impedance, and ZI the input impedance at the base of the sensor
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effective length of a sensor immersed in space plasmas 
are very sensitive to the parameters, such as tempera-
ture and density, of the surrounding plasma (Stix 1992). 
In this study, we examine the impedance of electric 
field sensors aboard satellites in space plasmas.

Figure 1 shows a simplified equivalent front-end circuit 
for an electric field sensor and the input of its preampli-
fier. Va is the voltage induced by electric fields, Za is the 
sensor impedance, and ZI is the input impedance of the 
pick up circuit such as preamplifiers. As shown in Fig. 1, 
the voltage observed by the electric field sensor is divided 
into the sensor impedance and the input impedance.

The sensor impedance is complex, so the calibration of 
the phase and absolute value of observed plasma waves 
should be performed under consideration of the sensor 
impedance as well as the input impedance of the pream-
plifier. Hence, a quantitative understanding of the char-
acteristics of the sensor impedance is required for the 
precise characterization of observed electric fields.

The impedance of electric field sensors in plasmas has 
been studied mainly using analytical approaches and 
numerical calculations based on simplified models  (e.g. 
Balmain 1964; Schiff and Fejer 1970; Meyer and Vernet 
1974 ). However, these studies adopt the assumption 
of simple current profiles induced on sensor elements. 
That is, they did not take into account the actual cur-
rent profiles, which strongly depend on the relative sen-
sor element lengths and the wavelengths of observed 
plasmas. Consideration of plasma kinetic effects is also 
important in a discussion of the effects of the plasma 
sheath that forms around sensors.

In parallel with theoretical studies, in  situ measure-
ments of the impedance of a sensor in space plasmas 
have been conducted by scientific satellites   (e.g. Hashi-
moto et al. 1991; Matsuda et al. 2021) and rockets   (e.g. 
Wakabayashi and One 2006). An analysis of the meas-
urement data showed that the impedance of electric 
field sensors in space plasmas can be represented by an 
equivalent electric circuit that consists of a resistance and 
a capacitance connected in parallel (Tsutsui et al. 1997).

Although past theoretical and experimental studies 
have contributed to the understanding of the fundamen-
tal behavior of electric field sensors immersed in plasmas, 
it is difficult to apply conventional methods to realistic 
models because the characteristics of electric field sen-
sors are influenced by satellite structures and the relative 
sensor element lengths and plasma wave lengths.

Simulation studies have potential to overcome the limi-
tations of theoretical and experimental studies. They can 
deal with realistic models that consider factors such as 
inhomogeneities, kinetics, and satellite structures.

Various numerical approaches can be applied to 
study the characteristics of electric field sensors in plas-
mas  (Luebbers et  al. 1991; Spencer et  al. 2008). Among 
them, the particle-in-cell (PIC) method  (Birdsall and 
Langdon 2018) has been applied to simulations that 
deal with the kinetic effects of particles (Usui et al. 2004; 
Miyake et al. 2008).

In this study, we show the simulation results obtained 
using the PIC approach and discuss the sensor imped-
ance calculated for the various values of the magnetic 

Fig. 2 Three dimensional model used in numerical simulation. The dipole sensor is placed at the center of the simulation box, which 
has an absorbing region as the boundary
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field intensity and relative angle between the sensor and 
the background magnetic field.

PIC simulation tool for analysis of electric field 
sensors
Simulation model
The present study uses the ElectroMagnetic Spacecraft 
Environment Simulator (EMSES)  (Miyake and Usui 
2009). In this code, both electrons and ions are modeled 
as a large number of charged “superparticles (Matsumoto 
and Omura 1993).” The algorithms used in the plasma 
particle and electromagnetic field solvers are based on 
the standard explicit full PIC method.

The most important feature of the EMSES is that it 
can deal with structures inside a simulation box as inner 
boundaries. We place an ideal conductor rod that is 
equivalent to an element of the electric field sensor in the 
simulation space.

The simulation model is shown in Fig.  2. We place a 
dipole sensor in the center of a three-dimensional simu-
lation box. We define half the dipole sensor length as la . 
The simulation box is uniformly filled with electrons and 
ions with finite temperatures in the initial stage. The uni-
form and stationary magnetic field lies in the y–z plane, 
and the angle between the sensor and the magnetic field 
is defined as θ.

The focus in the present paper is the sensor impedance 
in the frequency range around upper hybrid resonance 
(UHR) frequency, which is expressed as

where ωpe and �ce are the plasma frequency and electron 
cyclotron frequency, respectively. At these frequencies, 
the motion of ions has little effect on the sensor imped-
ance. However, the ion dynamics cannot be disregarded 
when considering the steady-state sheath profile around 
the sensor. Electron–proton plasma is used in the simula-
tion, where the real mass ratio of the proton to the elec-
tron (i.e., 1836) is adopted. To realize an isolated system, 
the boundary condition of the simulation box should be 
selected appropriately. Different types of boundary con-
ditions are set for the electrostatic (ES) and electromag-
netic (EM) fields. When Poisson’s equation is applied for 
the ES component, an open boundary condition is used. 
For the EM component, we set a field absorbing region 
using the masking method  (Tajima and Lee 1981). The 
region consists of eight grids from the boundaries of the 
box to avoid the reflection of EM fields at the boundaries. 
For particles, a periodic boundary condition is adopted to 
conserve the number of particles in the simulation box.

(1)�UHR =

√

ω
2
pe +�

2
ce,

Simulation model of sensor elements
The EMSES code treats the objects placed in the simu-
lation box as inner boundaries. In this paper, the sensor 
bodies are assumed to be perfect conductors. The elec-
tric field inside a sensor body and its tangential compo-
nent to the sensor surface should be zero according to 
the boundary conditions. As shown in Fig. 2, a sensor 
placed in the simulation box consists of two conductor 
rods, with a feeding point between the rods.

To obtain the sensor impedance, the delta-gap feed-
ing technique  (Hunsberger et  al. 1992) is applied. To 
obtain the sensor impedance over a wide frequency 
range in a single run of the simulation, we utilized the 
following Gaussian voltage pulse:

where t is the time and Va and T characterize the 
pulse height and width, respectively. The dominant 
spectral power of the pulse appears at the frequency 
ωd = 0.152× 2π/T  . To obtain the impedance of the sen-
sor, the current at the sensor feeding point Iin needs to 
be evaluated. Iin is calculated by applying Ampere’s law 
around the feeding point as follows:
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Fig. 3 Field assignment at sensor feeding point. The input voltage 
Vin,z and current Iin were calculated from the value at the feeding 
point
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where 
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))

 is the rota-
tion of the magnetic fields which are defined at grids 
adjacent to the feeding point, as shown in Fig. 3.

The Vin and Iin obtained in the time domain are con-
verted to the frequency domain using the discrete Fou-
rier transform. The sensor impedance Zin(ω) is calculated 
as

where Vin(ω) and Iin(ω) are the voltage and current at the 
feeding point in the frequency domain, respectively.

Note that the surface current on the sensor element 
is obtained by applying Ampere’s law around the sensor 
body. The profile of the magnetic field around the sen-
sor body is self-consistently solved such that the electric 
field satisfies the appropriate boundary conditions of the 
sensors as described above. We can evaluate the sensor 
impedance without any assumptions about the current 
distribution on the sensor surface.

Common parameters in analysis
Table  1 lists the common parameters used in the pre-
sent simulations. The values are given in the normal-
ized unit system of the EMSES. The grid spacing is 
�r = 0.031cω−1

pe  , where c is the speed of light. The simu-
lations ran for a total of 40, 000 steps with �t = 0.016ω−1

pe  . 
The calculated impedance value has the unit � . In the 
present analysis, we set a simulation box with 64, 64, and 
128 grids in the x, y, and z directions, respectively.

Sensor impedance in magnetized plasmas
Parametric dependence of sensor impedance
To investigate the parametric dependence of sensor imped-
ance in magnetized plasmas, we varied the values of the 
parameters �ce and θ in the simulations, where θ is the 
angle between the sensor axis and the background mag-
netic field. We ran the simulations with plasma frequencies 

(4)Zin(ω) =
Vin(ω)

Iin(ω)
,

Table 1 Simulation parameters used for analysis of sensor 
impedance

The values are given in the normalized unit system used in the EMSES

Parameter Symbol Value

System

 Grid spacing �r 0.031cω−1
pe

 Time step �t 0.016 ω−1
pe

 System Length Lx, Ly, Lz 64 �D , 64 �D , 128 �D
 Number of superparticles 
(electron)

1024/cell

 Number of superparticles (ion) 256/cell

Dipole sensor

 Sensor half-length la 16�D
 Sensor width in x and y direc-
tions

1.0�D

 Delta r for feeding point �rsensor 1.0�D
Background plasma electrons

 Plasma frequency ωpe 2.58�ce , 2.93�ce , 3.23�ce

 Thermal velocity vthe 0.032c

 Mass ratio of proton to electron mi/me 1836

Fig. 4 Dependence of sensor impedance on plasma frequency for ωpe/�ce = 2.58 , 2.90, and 3.23 with θ = 90◦ . In panel a of the figure, the real 
component of the sensor impedance is depicted on the left-hand side, whereas panel b illustrates the imaginary component on the right-hand 
side. The vertical dotted lines represent the UHR frequency corresponding to each case
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of ωpe/�ce = 2.58 , 2.90, and 3.23 with θ = 90◦ . The other 
parameters were the same as those listed in Table 1.

The results are shown in Fig. 4. Figure 4a and b respec-
tively shows the frequency dependence of the resistance 
and reactance components, which are the real and imagi-
nary parts of the calculated impedance, respectively. The 
vertical dotted lines represent the UHR frequencies cor-
responding to each case. As shown in Fig. 4a, the resist-
ances in all cases show resonance features with peaks 
near ω/�ce = �UHR . Another small peak appears near 
ω/�ce = 3.0 . This feature can be seen more clearly in the 
imaginary part of the sensor impedance(Fig. 4b).

We investigated the dependence of the sensor imped-
ance on the angle θ . θ = 0◦ and 90◦ correspond to simula-
tions in which the sensor is parallel and perpendicular to 
the magnetic field, respectively. Figure 5 shows the simu-
lation results for θ = 0◦ , 30◦ , and 90◦ . We set the values of 
the parameters ωpe/�ce = 2.58 . The most important fea-
ture in Fig. 5 is that the impedance resonance at the sec-
ond and third harmonics of the cyclotron frequency does 
not appear at θ = 0◦ . This result indicates that the imped-
ance peaks at ω/�ce ≃ 2 or 3 are related to the angle 
between the sensor and the magnetic field. The frequency 
at the impedance resonance does not show a significant 
difference among the simulations with different θ values.

Relation between plasma dispersion and sensor 
impedance
The simulation results in the previous section indi-
cate that the sensor impedance strongly depends 
on the amplitude of the background magnetic field. 
This dependence arises from the dispersive nature of 

magnetized plasmas. In this section, the linear disper-
sion relation is introduced to understand the simulation 
results.

Interpretation of simulation results based on linear 
dispersion
Figure  6a and c shows the ω − k spectrum plots calcu-
lated from the spatial and temporal variations of electric 
fields observed in the simulations for � = 90◦ and 0◦ , 
respectively. Here, � is the wave normal angle relative 
to the background magnetic field in the Kyoto Univer-
sity Plasma Dispersion Analysis Package (KUPDAP). The 
color represents the intensity of the electric field in the z 
direction in the coordinate frame shown in Fig. 2. These 
ω − k plots are calculated by the space-time Fourier 
transform of Ez , the electric field parallel to the sensor, 
from grid points that do not include the sensor.

The spectral intensity is normalized using the intensity 
of the Gaussian pulse given in eq. (2) at each frequency. 
The horizontal and vertical axes are normalized by �ce 
and ρe , respectively. Here, ρe is the Larmor radius of elec-
trons. For comparison, ω − k diagrams for � = 90◦ and 
� = 0◦ from the linear dispersion relation are shown in 
Fig.  6b and d, respectively. These diagrams were com-
puted using the same parameters as those used in each 
simulation. The dispersion relation of magnetized plasma 
is numerically solved using the dispersion numerical 
solver KUPDAP  (Sugiyama et  al. 2015). KUPDAP takes 
into account multicomponent, uniform, and collision-
less plasmas in a uniform magnetic field. Figure  6b and 
d shows the real parts of the complex solutions obtained 
using the plasma parameters listed in Table 1 for � = 90◦ 
and � = 0◦ , respectively.

Fig. 5 Dependence of sensor impedance on the θ for three cases with θ = 0◦ , 30◦ and 90◦ . We set the values of the parameters ωpe/�ce = 2.58 . a 
Real and b imaginary parts of sensor impedance
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Figure 6 (b) and (d) shows that there are several modes 
of plasma waves with different properties for � = 0◦ and 
90◦.

For � = 90◦ , harmonic structures appear as shown 
in Fig.  6b. These are the so-called electrostatic elec-
tron cyclotron harmonic (ECH) modes, also known as 
the Bernstein modes  (Bernstein 1958). One of those 
is the UHR mode. The mode connects to the slow X 
mode, which is an electromagnetic mode near the UHR 
frequency.

The dispersion relations in Fig.  6b and d are super-
imposed in Fig. 6a and c, respectively. Figure 6a and b 
shows good agreement for kρe < 1 . In particular, the 
UHR mode denoted as B in Fig. 6a and b, asymptotically 
approaches �UHR in the region of small wavenumber k, 
leading to the ECH mode, which is consistent with the 

calculation results. For the ECH mode, denoted as A 
and C in Fig.  6(a) and (b), the third harmonic branch 
has intensities at small wavenumber values.

Although there are many similarities between the two 
diagrams, there are also some differences.

For example, there are no plasma waves in the region of 
kρe > 1 in Fig. 6a, which is due to the ECH waves in this 
region being subjected to strong cyclotron damping.

Despite the differences, the ω − k plots from the sim-
ulation are mostly consistent with that from KUPDAP 
for kρe < 1 for θ = 90◦ . Next, we compare the disper-
sion relation diagram obtained from KUPDAP with that 
obtained from the simulation for θ = 0◦ . The results are 
shown in Fig. 6c and d. The two diagrams in these figures 
agree for kρe < 1 . In the simulation results, the Langmuir 
wave mode appears at a slightly higher frequency than 

Fig. 6 Dispersion relation obtained from the simulation (left) and KUPDAP (right). For (a, b) Θ=90∘ and (c), (d)Θ=0∘. The UHR and ECH modes 
appear in the ω−k plots in (a) and the Langmuir mode appears in the ω−kplots in (c) � = 90◦ and c, b � = 0◦ . The UHR and ECH modes appear 
in the ω − k plots in (a) and the Langmuir mode appears in the ω − k plots in (c)
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that calculated by KUPDAP. In addition, the features that 
appear at θ = 90◦ , such as the absence of plasma wave 
modes at kρe > 1 , the broadening of the branch, and the 
absence of light-wave modes, can also be observed.

ω − k diagram obtained from simulation and its relation 
to sensor impedance
We now discuss the features of sensor impedance 
obtained in the simulations shown in Fig.  5, with refer-
ence to the dispersion relation obtained with the disper-
sion solver.

Using the parameters, ωpe/�ce = 2.58 and θ = 90◦ , we 
explain the relationship between the frequency profile of 
the sensor impedance and electric field amplitude in the 

ω − k space. Figure 7a and b respectively shows the real 
part of the sensor impedance and the ω − k diagram cal-
culated from the same simulation. In Fig. 7b, the dotted 
line indicates the wavenumber khalf that corresponds to 
half the wavelength equal to the tip-to-tip sensor length 
(i.e., the sensor can be assumed to be a half-wavelength 
dipole antenna).

From the real part of the sensor impedance and the 
ω − k diagram obtained from the simulation, the imped-
ance peaks appear at the frequencies where the UHR and 
ECH branches are at k = khalf . This relation was con-
firmed in the other simulation cases.

In a vacuum, the frequency that corresponds to the 
wavelength for which the sensor can be regarded as a 

Fig. 7 a Comparison of resistance component (real part) of sensor impedance and b dispersion relation obtained from simulation for θ = 90◦

Fig. 8 a Comparison of resistance component (real part) of sensor impedance and b dispersion relation obtained from simulation for θ = 0◦
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half-wavelength antenna is uniquely defined by the rela-
tion c = ω/k . The resonance in impedance occurs at 
khalf , where ω = c/khalf . On the other hand, in magnet-
ized plasmas, multiple impedance resonances are pos-
sible since several wave modes are present at a specific 
wavenumber. The plasma waves in the simulations are 
UHR and ECH waves at θ = 90◦ and Langmuir waves at 
θ = 0◦ . The sensor and these waves are expected to be in 
resonance at the intersection of these wave branches and 
at khalf in the ω − k plot.

It can also be seen that the electric field intensity in the 
ω − k plot is related to the amplitude of the resistance. 
In specific, the main resonance peaks are related to the 
branch in which a large electric field amplitude is pre-
sent, and moderate peaks appear near the branch with a 
smaller spectral intensity.

These characteristics are found as well when θ = 0◦ . 
Figure 8a and b shows the real part of the sensor imped-
ance and the ω − k diagram at θ = 0◦ . The peak of the 
resistance is located at a frequency where Langmuir 
branches are presented at k = khalf.

Conclusions
We performed three-dimensional PIC simulations to 
investigate the sensor impedance in magnetized plas-
mas. We focused on the parametric dependence of sen-
sor impedance at amplitudes of the background magnetic 
field and the relative angle � between the k-vector of 
plasma wave modes and the background magnetic field. 
We discussed the dispersion relations to understand the 
simulation results, which showed notable features in the 
frequency dependence of the sensor impedance.

The ω − k plot obtained from the simulation was com-
pared with the sensor impedance. The relation between 
the absolute value of the amplitude in the ω − k plot and 
the impedance peak was confirmed. We conclude that the 
impedance resonance appears at the frequencies at which 
the various plasma wave modes intersect in the ω − k 
plot and the wavenumber at which the sensor can be 
regarded as a half-wavelength dipole. As the amplitude of 
the background magnetic field increases, the resonance 
frequency also increases with changes in the dispersion 
relation of the branch connecting to the UHR frequency. 
One of our main results is that resistance peaks of sensor 
impedance are related to the electric field intensity in the 
ω − k plot.

We showed that sensor impedance can be accurately 
simulated using the EMSES. The EMSES can perform 
simulations that take into account the background mag-
netic field, self-consistent current distribution, and 
sheath structure, which are difficult to incorporate into 

numerical calculations. The simulation results enable us 
to achieve more precise calibration, such as adjusting the 
calibration table for different observation plasma wave 
modes. These calibrated characteristics of sensor imped-
ance not only contribute to the accurate calibration of 
electric field sensors but also facilitate the development 
of new sensors.

It should be noted that one of the advantages of elec-
tromagnetic PIC simulations over numerical calculations 
is the flexibility of parameters and satellite modeling. In 
this study, we focus on the simple model including sen-
sor elements in magnetized plasmas. However, in actual 
satellite observations, there are various structures around 
electric field sensors, such as sensor booms, satellite bod-
ies and solar panels that might impact sensor imped-
ance. The simulation code used in the present study has 
the capability to deal with inner structures in the simu-
lation box. Our future studies will introduce more com-
plex models to pursue sensor impedance under realistic 
situations.
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