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On this occasion the selection of the IGRF for 2000 was left to a small Task Force. Before it was accepted by
the Task Force as IGRF 2000, the final candidate model (a truncated version of @rsted(10c¢/99)) was compared
with a comprehensive set of independent surface and satellite data. The method, data selection, and results of this

comparison are described.

1. Introduction

At its meeting in Birmingham in 1999, IAGA Working
Group V8 decided that none of the candidate models pro-
posed for IGRF 2000 was good enough. (Comparisons be-
tween the candidate models, and with the models and other
data, were all much poorer than on previous occasions.)
However it was hoped that the apparent problems with the
vector data from the @rsted satellite would be overcome soon,
and a small Task Force was set up to produce IGRF 2000 to
a deadline. As reported in Lowes (2000), the final candi-
date model considered by the Task Force was in fact based
on @rsted vector and scalar data. This paper reports on the
numerical assessment of this final candidate model, done by
comparing it with independent recent measurements.

The next section outlines the method. Then Section 3
describes how the data for the comparison were selected,
Section 4 gives the results of the comparison, and Section 5
discusses these results. The Appendix describes the various
tests used to eliminate faulty @rsted scalar data.

2. Test Method

Evaluation of IGRF candidate models is now a well es-
tablished tradition. It is usual to test the models with data
which is as recent as possible, with respect to the date of
the model. With only one main-field candidate model to be
considered, our work was more the validation of the model
that an evaluation.

The IGRF candidate being tested, locally -called
IGRF2000c, consisted of the constant internal terms of the
model @rsted(10c/99) truncated to n < 10; it was for epoch
2000.0. (For details of the parent model @rsted(10c/99), see
Olsen et al. (2000)) The model was tested against several
independent datasets by comparing the field predicted by the
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model at the appropriate locations with the real data (updated
to the same epoch). The residuals were computed and plot-
ted. In doing so, we were trying to see if there were any
inconsistencies or regional errors.

3. Data Used for Testing the Model

The first and essential step in the model evaluation was to
ensure that the control data used were of good quality. As
the model was for epoch 2000.0, data were updated to this
epoch, using the secular variation (SV) of IGRF 1995. We
used both satellite and ground data for the tests.

3.1 Orsted scalar data

All the available vector data (from the Compact Spherical
Coil magnetometer, CSC), and some of the scalar data (from
the Overhauser magnetometer, OVH), of the @rsted satellite,
had already been used in deriving the model; we used the
remaining scalar data for our comparison. Two of the current
authors (BL and MM) were directly involved in this satellite
project, as Institut de Physique du Globe de Paris (IPGP) was
scientifically in charge of validation of the OVH data, used
to assess the long-term validity of the CSC magnetometer.
During the satellite commissioning phase, some problems
were found and notified to the @rsted Science Data Center
(OSDC). However, not all the errors had been removed, and
we decided to apply further tests before using this OVH data.

Three tests were performed, based respectively on the first
and second differences of successive field values, and the
comparison of the real data with predicted values. These
tests were chosen because of the type of errors involved:
most of them were due to the allocation of wrong times to
the data. The Appendix describes these errors, and the way
they were detected and removed.

After the screening described above we looked at all avail-
able data, i.e. from March 16th, through September 30th, ex-
cept that already used in the derivation of the model. Only
night-time data was used, so as to reduce the effect of the di-
urnal variation of the external component of the field. Further
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Table 1. Monthly comparison of model with other 1999 @rsted F data (all field values in nT).
Isa=0 Isa =1 Am < 5nT
Month No. Mean St. dev. No. Mean St. dev. No. Mean St. dev.
March 58238 5.5 14.6 145859 7.2 16.4 121052 4.5 16.2
April 64655 54 17.7 261441 5.2 20.4 162378 4.8 17.9
May 36374 6.5 153 196861 5.7 18.7 83564 4.7 18.2
June 90409 4.9 12.7 278284 43 16.8 204989 3.7 16.0
July 125186 4.5 16.6 140734 3.8 19.0 227983 3.5 19.0
August 42976 5.1 20.7 141358 5.8 244 78353 3.0 21.3
September 15015 7.0 253 81097 7.7 26.3 28599 4.6 26.3
-40nT -30nT -20nT -10nT OnT +10nT +20nT +30nT +40nT

Fig. 1. The residuals (@rsted F—model) for Am < 5 nT (Table 1, all months) plotted against position. The large-scale variation probably comes mainly
from the omission of the external terms.

selections were made with respect to two indices of external
activity. The first of these is the planetary index (A4m); the
second is the longitude sector activity index (Isa), kindly pro-
vided by the Centre d’Etudes des Environnements Terrestres
et Planétaires (CETP), as quick-look indices (Menvielle and
Berthelier, 1991). These indices were chosen because of their
ability to quantify the external activity and because they are
available in near real-time. The 4m index is a three hour
index, expressed in nT. The /sa index is also a three hour
index, expressed on the Kp scale. We used four longitude
sectors in the Northern hemisphere, and three in the Southern
hemisphere.

3.2 Ground data

All the recent ground data available to the British Geologi-
cal Survey and the IPGP were used. For observatories where
monthly mean values were available these were checked and
updated to 2000.0 using the exponential prediction method
of Langlais and Mandea (2000). Where only annual means
were available these were checked, and the last one updated
to 2000.0 using the IGRF 1995 SV model. This gave a total
of 174 sites. For the 150 of these for which the 1980.0 values
were available, these were compared with an » < 13 1980.0
model based on MAGSAT data to estimate the observatory
bias (the crustal field at this site) and this bias estimate was
subtracted from the 2000.0 value before the assessment.
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There were also 712 recent repeat station measurements
(of which 3 were only total intensity data), and 109 scalar
measurements (mainly marine ones, but with some Antarc-
tica values). These were also updated using the IGRF 1995
SV model (see Langlais and Mandea (2000) for more infor-
mation).

4. Results

The results are given separately for each data type, i.e.
satellite, observatory, repeat station or marine and other
scalar sources.

4.1 Qrsted scalar data

The results are presented in Table 1, which gives monthly
values of the mean and standard deviation of the residuals
for each of three datasets, based on different values of the
Isa or Am indices.

Figure 1 shows the residuals for Am < 5 nT (Table 1, all
months) plotted against position. This illustrates clearly that
on average there is a large-scale variation with latitude, even
for data not used in the modelling.

For the quietest dataset the mean deviation is about 5 nT,
and the standard deviation about 15 nT. This latter figure is
considerably larger than the expected error of the observa-
tions. However it must be remembered that the comparison
was with the purely internal, Dst = 0, truncated n < 10,
model. Sabaka (private communication) had shown that
while the earlier @rsted(9/99) model fitted a sample of in-
dependent data with rms of 7 nT, that value increased to
18 nT when the same truncation was applied. Also, while
only quiet times were used, some months were quieter than

Table 2. Comparison of model with observatory data: (a) statistics for
Dataset 1 (174 observatories without crustal biases) (b) for Dataset 2
(150 observatories with crustal biases).

a b
Comp. Mean St. dev. Mean St. dev.
X —58 362 7 47 nT
Y —28 292 4 62
VA =35 455 -8 110

Table 3. Comparison of model with repeat station data.

Comp. No. Mean St. dev.
X 709 -17 138 nT
Y 709 -35 142
VA 709 —48 211
F 3 —152 112

Table 4. Comparison of model with scalar data.

St. dev.
183 nT

Comp. No. Mean

F 139 33
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others, so there is probably no significance in the variation
from month to month. Similarly, the large-scale variation
with latitude seen in Fig. 1 probably comes mainly from the
omission of the external field terms.

This would mean that we explain most of the MAGNI-
TUDE of the figures in the Table by the omission of n = 11,
12, 13 internal and » = 1 external terms, and explain the
large-scale nature of the residuals in the figure by the omit-
ted external terms.

4.2 Ground data

Table 2 gives the results of the comparisons for observa-
tories, Table 3 for repeat stations, and Table 4 for the marine
and other scalar data.

5. Discussion and Conclusion

We believe that the data we used in this comparison were
more thoroughly tested than has been usual in the past. None
of the comparisons reported in the previous Section gave any
evidence of the residuals being larger than would be expected
for each type of data. Although Fig. 1 (and other evidence,
see for example Olsen et al. (2000), and Lowes (2000)) sug-
gested that the model and/or the @rsted data did have some
puzzling features, these were all of small magnitude. As are-
sult of the numerical comparisons of this paper, and of other
considerations reported in Lowes (2000), the Task Force de-
cided that the tested model was good enough to be accepted
as IGRF 2000.

Acknowledgments. Map has been plotted using the GMT software
(Wessel and Smith, 1991). This is IPGP contribution 1706.

Appendix. Test of Qrsted Data

In the following, we describe the errors and the way we de-
tected them. The reader is referred to Langlais et al. (1999),
for a complete description of the problems.

The largest errors (up to several thousands of nT) are linked
to a software problem that occurs during the magnetometer
frequency calibration. From time to time (now once a week,
but it was more frequent, up to 10 times a day, at the beginning
of the mission), the magnetometer is turned off for approxi-
mately 60 seconds, while the quartz frequency is measured.

During normal measurement mode, the packet where data
is stored on the satellite should be closed when measurement
stops, and another packet opened when the magnetometer
is turned on again. However, for some unknown reason
this did not happen at the times of frequency calibrations;
the first measurement after the restart of measurement mode
was stored immediately after the last one before the stop.
Unfortunately it is not possible to recover the exact time of
the wrongly stored data, because absolute time is stored only
at the start of the packet, with succeeding data assumed to
be (nominal) 1 second apart until the end of the packet 256
seconds later. This problem was mostly solved by the OSDC
by removing packets in which there was a frequency calibra-
tion, but some small portions of wrong data remained up to
the time of this testing of the model.

We removed most of the wrong data by carefully screen-
ing the first time derivative of successive values. In normal
measurement mode a maximum first derivative of 37 nT-s~!
was noted, even during highly disturbed external conditions.
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Looking at a sample of outliers having larger residuals than
this, we were able to reasonably explain these as due to wrong
allocation of measurement time; consecutive measurements
were found to be not time consecutive, having a nominal
spacing of 1 second, but rather having a time interval of 10,
20 or even 50 seconds. When the spacing was larger than
the nominal one, it means that a new packet had been opened
and a new time information provided, so that the following
field measurements can be considered as correct.

This kind of error can be detected (and then removed)
using:

F— Fi_ _
if ‘—1 >37nT-s™'  and
T, — Ti
T; — T;—1 = 1 s nominal (A.1)
then (F;, T;) isremoved (A.2)

and the following (Fi4;, Ti4;) (j=1.1)

are also removed until 7; ., 1 — T;4; > 2s (A.3)

However, this scheme is only useful for 1-second consecu-
tive measurements. We also decided to test the data by com-
paring them with values predicted from an a-priori model.
The chosen model was IGRF 1995, updated to the epoch of
data using the IPGP secular variation models computed for
producing an IGRF 2000 candidate (Langlais and Mandea,
2000). Measurements that differed more than 200 nT from
the predicted ones were removed. It should be mentioned
that this value is somewhat arbitrary, and means that some,
probably correct, polar measurements, made during highly
disturbed external conditions, were removed. However, in
view of the large amount of data available, these removals
were accepted.

Another error was noticed but had not been removed up
to now. Studying the second time derivatives of successive
time measurements, some anomalous sequences were high-
lighted. A typical sequence would be, for example, —0.1,0.1,
0.0,0.1, 0.0, 0.1, 0.2, 0.0 nT-s2, having only a small range
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of values. However we noticed some strange sequences, as
0.1, 0.0, —0.3, 0.8, —0.4, 0.1, —0.1, —0.1 nT-s~2, which
we called “scattering”. There is no geophysical reason to
explain this fact, so we decided to remove such sequences
using the scheme:

Fin—F _ F—Fi
Tiv1—T; Ti—Ti

. -2
if T T > 0.5nT-s and
2
Ii—Ti1x~1
=0 (A4)
T —Ti~1s
then (F;, T;) isremoved (A.S)
and (Fi_2, Ti-2), (Fi—1, Tic1), (Figt, Tix1), (Figa, Tig2)
are also removed. (A.6)

At least 5 measurements are removed per scattering oc-
currence: this is done to remove all the measurements which
contribute to the anomalous value, 0.8 nT-s~2 in the above
example.
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