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A numerical study on magnetic polarity transition in an MHD dynamo model
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Magnetic polarity transitions in a Takahashi-Matsushima-Honkura dynamo model are analyzed. Distinctive
differences in behavior of the axisymmetric poloidal magnetic field are found among a polarity reversal and
excursions, including short polarity events. At the beginning of magnetic polarity transitions, the magnetic field
with the reversed polarity is generated by anti-cyclonic convection columns deep within the outer core. In the case
of excursion, it is soon advected by the radial flow toward a shallow interior of the core, and the transition can be
detected at the core surface. However, the same process retrieves the original polarity from the deep interior, and
the reversed field eventually vanishes. In the case of polarity reversal, on the other hand, the reversed polarity
field is persistently generated deep within the core. It is then advected toward a shallow interior of the core, while
the generation process of the reversed field occurs successively. The reversed polarity field near the core surface
is collected by the downwelling flow associated with convection columns, as is the case for the original polarity
field. The polarity reversal is completed by the advection process, the duration of which is consistent with the
flow speed in the core.
Key words: Dynamo, magnetic polarity transition, advection, stretching.

1. Introduction
The mechanism of the polarity reversal of the geomag-

netic field is one of the unsolved problems in geophysics,
and it has been investigated through magnetic measure-
ments of paleomagnetic samples and numerical simulations
of magnetohydrodynamic (MHD) processes in rapidly ro-
tating spherical shells. Paleomagnetic studies have clari-
fied some characteristics of reversals, such as the duration
of polarity transition (4,000–5,000 yr), its site dependence
(Clement, 2004), and changes in the intensity and direction
of the field during transition (e.g. Merrill et al., 1996). Ex-
cursions are the second type of geomagnetic feature iden-
tified with large polar swings away from the geographic
pole that are possibly accompanied by a relatively small
dipole moment (e.g. Mochizuki et al., 2006). Although pa-
leomagnetic studies have provided information on the real
geomagnetic field in the past, the paleomagnetic fields can
be sampled only around the Earth’s surface or, at most, at
the core-mantle boundary (CMB) through downward con-
tinuation of the geomagnetic potential field. Therefore, we
must rely on numerical simulations of MHD dynamo mod-
els to understand the process of polarity reversal and excur-
sion as well as that of geomagnetic field generation deep
inside the core. For example, excursions have often been
subjected to the idea that they are aborted reversals pro-
hibited by the electrically conducting inner core (Gubbins,
1999), but the dynamo process is found to be only slightly
affected by the inner core of the present size through dy-
namo simulations with the conducting and insulating inner
core (Wicht, 2002).
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In reality, many numerical dynamo models have demon-
strated that polarity reversals can occur spontaneously by
the MHD process in the core (e.g. Kono and Roberts,
2002). After a reversing dynamo model was first obtained
by Glatzmaier and Roberts (1995), many numerical dy-
namo models showing polarity reversals have been exam-
ined from paleomagnetic and statistical points of view (Coe
et al., 2000; McMillan et al., 2001; Kutzner and Chris-
tensen, 2004; Bouligand et al., 2005; Wicht, 2005). It was
found that they are consistent with some of the evidence ob-
served during polarity reversals, as mentioned above. How-
ever, most numerical models have focused on analyzing
the magnetic field at radial levels representing the CMB or
Earth’s surface in order to compare with paleomagnetic re-
sults, regardless of the fact that results have been obtained in
the entire region of the fluid core. Accordingly, it is strongly
required to examine dynamo action in the core to under-
stand the essence of polarity reversals.

Using a 2.5-D dynamo model, in which the axisymmet-
ric component and only one non-axisymmetric mode are
included, Sarson and Jones (1999) suggested that the po-
larity reversal is triggered by intermittent upwelling flow
inside the tangent cylinder (TC), an imaginary cylinder co-
axial with the rotation axis circumscribing the inner core
at the equator. Li et al. (2002) obtained irregular polarity
reversals in the Kageyama-Sato dynamo model (Kageyama
et al., 1995) and suggested that the occurrence of polarity
reversals is caused by the equatorially asymmetric convec-
tion. Wicht and Olson (2004) closely investigated the rever-
sal process inside the core using their dynamo model and
found that the reversed magnetic field is generated in the
high-latitude helical plumes. It should be noted that they
adopted relatively tractable parameter values for the analy-
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sis with their dynamo model. Although this was a judicious
choice to extract fundamental processes of the geomagnetic
polarity reversal, it means that parameter values adopted in
their model are far from those of the real Earth’s core. Here
we present the analysis of a reversal mechanism in a signif-
icantly more realistic dynamo model.

Takahashi et al. (2005) recently obtained a dynamo
model dynamically similar to the geodynamo; that is, the
viscosity of core fluid is sufficiently small and the core is
in the so-called quasi-Taylor state. The model also shows
some polarity reversals and excursions, which provides a
good opportunity to examine the reversal processes and
compare them to those of previous studies. In this paper,
we analyze the dynamo model to gain an understanding of
the process during transitional periods and to search for any
indication of the internal process of the polarity reversal and
excursion.

2. Mathematical Model and Numerical Method
Since mathematical formulation and the numerical

method of our dynamo model have been described in our
previous papers (Takahashi et al., 2001, 2003; Takahashi
and Matsushima, 2005), we only summarize them here. We
model a three-dimensional, time-dependent MHD dynamo
model which generates magnetic field by thermal convec-
tion in a rotating spherical shell with the angular velocity

ẑ in spherical coordinate system (r, θ, φ), ẑ being the unit
vector in the z-direction. The spherical shell is filled with
an electrically conducting Boussinesq fluid. Convection is
driven by imposing the superadiabatic temperature contrast
�T between the inner and outer boundaries.

The radius of the inner core, ri , is 0.35-fold of the outer
core radius, ro. The solid inner core is electrically insulat-
ing, which hardly affects the temporal evolution of the mag-
netic field due to its small size (Wicht, 2002). The electri-
cally insulating conditions as well as no-slip and isothermal
conditions are then applied to the inner and outer bound-
aries.

We solve the Navier-Stokes equation, the magnetic in-
duction equation, and the heat transport equation together
with the equations of continuity for the velocity and mag-
netic fields. They are non-dimensionalized using the fol-
lowing scalings: the thickness of the spherical shell L =
ro − ri for the length, L2/ν for the time, ν/L for the veloc-
ity, �T for the temperature, and (2ρμη
)1/2 for the mag-
netic field, where ν, ρ, μ, and η are the kinematic viscosity,
the density of the fluid, the magnetic permeability in free
space, and the magnetic diffusivity, respectively. The gov-
erning equations in non-dimensional form are given as

E

(
∂u
∂t

+ u · ∇u − ∇2u
)

= −∇ p + u × ẑ

+RaEPr−1�
r
ro

+ Pm−1(∇ × B) × B, (1)

∂B
∂t

= Pm−1∇2B + ∇ × (u × B), (2)

∂�

∂t
= Pr−1∇2� − u · ∇(� + Ts), (3)

∇ · (u,B) = 0, (4)

where u, B, p, and � are the velocity field, the magnetic
field, the reduced pressure, and the temperature deviation
from the stationary spherically symmetric temperature field
obeying ∇2Ts = 0, respectively.

The non-dimensional parameters that appear are the Ek-
man number, E = ν/2
L2, the Prandtl number, Pr = ν/κ ,
the Rayleigh number, Ra = αgo�T L3/νκ , and the mag-
netic Prandtl number, Pm = ν/η, where κ is the ther-
mal diffusivity, α the thermal expansion rate, and go the
gravitational acceleration rate at the outer boundary. Note
that non-dimensional parameters are defined using the shell
thickness in this paper, whereas Takahashi et al. (2005) use
the outer core radius, ro, as the length scale. The relations
between E and Ra and those in Takahashi et al. (2005), E∗

and Ra∗, are given by E∗ = ro−2E and Ra∗ = ri ro3Ra,
respectively.

We use the general decomposition of the divergence-free
velocity and magnetic fields into the poloidal and toroidal
parts:

u = uP + uT = ∇ × ∇ × (vr̂) + ∇ × (wr̂), (5)

B = BP + BT = ∇ × ∇ × (gr̂) + ∇ × (hr̂). (6)

Subscripts P and T denote the poloidal and toroidal parts,
r̂ denotes the radial unit vector, v and w are the poloidal
and toroidal scalar functions of the velocity field, and g and
h are the poloidal and toroidal scalar functions of the mag-
netic field. All variables are expanded in terms of spherical
harmonics in the angular directions. For instance, the scalar
function of the poloidal magnetic field is represented as

g(r, θ, φ, t) =
∑
�,m

gm� (r, t)Ym
� (θ, φ), (7)

where Ym
� is a fully normalized spherical harmonic function

of degree � and order m. Other scalar variables as well as �

and p are expanded in the same way.
We employ a pseudo-spectral method to solve Eqs. (1)–

(3) and adopt a finite difference method to evaluate deriva-
tives in the radial direction. Spherical harmonic expansion
is truncated at degree �max = 191, and 150 radial grid points
are located on the points defined as

r j = 0.5(ro + ri − (ro − ri ) cos(π j/Nr )),

0 ≤ j ≤ Nr = 149. (8)

3. Dynamo Model
The values of model parameters are E = 10−5, Ra =

8 × 107 ∼ 17Rac, Pr = 1 and Pm = 0.5. The numerical
simulation was run for 2.2 magnetic diffusion time. Rac is
the critical Rayleigh number for the onset of non-magnetic
thermal convection. This model shows an obvious polarity
reversal and is thus selected for examination in this study.
Analyses are made of the result after one magnetic diffusion
time passed. The magnetic Reynolds number, Rm = Lu/η,
the Elsasser number, � = B2/2ρμη
, and the Nusselt
number at the outer boundary, Nu, where u is the typical
velocity and B is the typical magnetic field, are calculated
for time-averaged properties of the flow, the magnetic field,
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and the heat transfer. They are summarized as follows: Rm
= 156, � = 0.11, and Nu = 5.39 (Takahashi et al., 2007).
Rm and � are somewhat lower than the expected Earth-like
values, while they are in agreement with scaling laws by
Christensen and Aubert (2006). Note that the Lorentz num-
ber (Lo = B/

√
ρμ
L)—and not the Elsasser number—is

used for magnetic field scaling in Christensen and Aubert
(2006). Supercriticality of convection in this model seems
to fall into the dipolar regime in Kutzner and Christensen
(2002) and Christensen and Aubert (2006). Also, this dy-
namo model is found to lie in the dipolar regime according
to Olson and Christensen (2006); the boundary between the
dipolar and multipolar regimes is given by the local Rossby
number, Ro� ∼ 0.1, where Ro� = Ro �u/π , Ro = u/
L
is the global Rossby number, �u is the weighted average of
� based on the kinetic energy spectrum, and Ro� ∼ 0.07
in this dynamo model. This difference may arise from dif-
ferent conditions between the models, such as longitudinal
symmetry.
3.1 Time series of magnetic polarity

In order to identify excursions and to distinguish them
from reversals, we adopt definitions commonly used in pa-
leomagnetism. When deviation of the magnetic pole from
the geographic north or south pole exceeds the threshold
value, 45◦, it is considered that an excursion or a reversal
sets in. If the magnetic pole returns close to the same ge-
ographic pole where it started, we treat the variation as an
excursion, irrespectively of whether the magnetic pole ever
came closer than 45◦ to the other geographic pole. Duration
of a reversal or an excursion is determined as a time span
during which the magnetic pole deviation stays beyond the
threshold value (≥ 45◦). Although the strength of a dipole
moment can also be used as an additional criterion in nu-
merical dynamo models (Wicht, 2005), we rely on the lo-
cation of the magnetic pole here, following the definition in
paleomagnetism. Two stable polarity periods are separated
by a reversal, and excursions are permitted during these pe-
riods, since the excursion is a rather frequent event (Singer
et al., 2002). In fact, Oda et al. (2004) report as many as 20
excursions in the Brunhes chron. For example, three subse-
quent excursions occurred within a short interval between
30–60 ka; Laschamp excursion (40 ± 2 ka, Guillou et al.,
2004) and two Auckland excursions (29 ± 3 ka and 53 ± 4
ka, Mochizuki et al., 2004, 2007).

Figure 1 shows the time sequence of the polarity and
magnetic energy fluctuations. The top panel in Fig. 1 ex-
hibits the colatitude of the pole for the magnetic dipole mo-
ment. Its temporal behavior is chaotic, but we can find one
reversal and six excursions, three of which comprise po-
larity change, during about one magnetic diffusion time.
Hereafter, we call these time spans for the reversal and
excursions transitional periods, labeled as R1 and E1–E6,
as shown in Fig. 1. The time scale of each event ranges
from 2,000 to 6,000 years, where the magnetic diffusion
time is 170,000 years, assuming the magnetic diffusivity of
η = 1 m2/s. Such a time scale is comparable to the dura-
tions of polarity reversals and excursions found in the ge-
omagnetic field (Merrill et al., 1996). In R1, the polarity
is reversed around t = 0.75, 2,000 years after the start of
the reversal. The short excursion E2 found prior to rever-

Fig. 1. Time series of dynamo simulation. The top panel shows the
co-latitude of the pole for the magnetic dipole moment; the middle panel
shows the magnetic energy of the dipole component (solid line) and
of the non-dipole components (dashed line) at the CMB; the bottom
panel shows the magnetic energy of the axial dipole (solid line), the
equatorial dipole (dashed line) components in the core, and the relative
contribution of the axial dipole component to the total dipole (thin
dashed line). Each event is depicted by the dashed vertical lines.

sal R1 could be interpreted as a precursor rather than an
independent event. Similar features are found prior to the
Matuyama-Brunhes polarity change (Brown et al., 2004).
Thus, it may be better to think of E2 and R1 as one reversal.

The middle panel in Fig. 1 shows the time sequence of
the energy of the dipole and non-dipole components at the
CMB. Although the transitional periods correlate well with
the minima of the dipole, not all dipole minima lead to
transitional configurations, indicating that both axial and
equatorial dipole components are low. In other words, the
intensity drop at the CMB itself does not always indicate
the beginning of a transitional period. The same argument
is true to some extent inside the core, as shown at the bottom
of Fig. 1 where the time sequence of the energy of the axial
and equatorial dipoles within the core are given. Events E2,
E4, E5, and E6 correspond to minima of magnetic energy
for the axial dipole, which is comparable to or even smaller
than magnetic energy for the equatorial dipole component.
On the other hand, the fraction of the axial dipole to the total
dipole within the core does not change significantly during
events E1 and E3. This fact does not mean that both the
equatorial and the axial dipole components are weak during
E1 and E3, as found in the bottom of Fig. 1. It will turn out
below that these events originate in the shallow interior of
the core.

The structure of the magnetic field, including the dipole
polarity, is best described in the meridional cross section
of the axisymmetric component. Its time evolutions dur-
ing transitional periods, R1, E1 and E4, are exhibited in
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t=0.740 t=0.745 t=0.750 t=0.755

t=0.570 t=0.575 t=0.580 t=0.585

t=0.950 t=0.955 t=0.960 t=0.965

Fig. 2. Time evolutions of the axisymmetric components of the magnetic
lines of force in a meridional section during sequences of the events R1
(top), E1 (middle), and E4 (bottom). Solid (dashed) lines denote the
anti-clockwise (clockwise) field. Contour interval is 0.003 for all plots.

Fig. 2, in which behaviors of the magnetic field specific to
these three periods are clearly seen. As for R1, the deep-
rooted magnetic field with the reversed polarity grows in
the southern hemisphere at t = 0.740. During this process,
the reversed magnetic field is transported toward the north-
ern hemisphere by advection between t = 0.745–0.750. Fi-
nally, the polarity changes by the fully developed magnetic
field with the reversed polarity in both hemispheres at t =
0.755.

We now analyze event E1. The reversed magnetic field
appears in both hemispheres in the shallow interior of the
core, and it grows somewhat at t = 0.570. The magnetic
field with the original polarity is retrieved from the deep,
pushing the reversed field towards the outer boundary. The
magnetic polarity then seems to be reversed at the core
surface at t = 0.575. However, the reversed magnetic field
is located only at the shallower interior of the core. The
magnetic field with the original polarity grows from the
deep interior and prevails over that of the reversed polarity
at t = 0.580. Eventually, the polarity reverses again back
to the original sign at t = 0.585. Next, let us look at
the E4 event. As in the E1 event, the weak reversed field
appears in the shallow interior of the core, but only in the
southern hemisphere at t = 0.960. This phenomenon can be
observed as an excursion without polarity change outside
the core. The adjacent original field prevails once again in
the southern hemisphere, and the excursion terminates at t
= 0.965. The panels illustrating E4 in Fig. 2 show a much
weaker magnetic field than for R1 or E1. The reason for

Table 1. Summary of the characteristics of the reversed field that causes
the polarity transition. E2 is not included.

Location Hemisphere Polarity change Duration (kyear)

R1 deep one then both yes 2.1

E1, E3 shallow both yes 3.1–6.4

E4–E6 shallow one no 3.4–5.1

this is that the axial dipole field remains generally weak
during events E4–E6. This feature is concordant with a
recent paleomagnetic study on excursions (Mochizuki et
al., 2007).

We summarize the characteristics of the reversed mag-
netic field that causes a polarity transition in Table 1. In the
case of excursions, the reversed field generated in the deep
interior of the core soon moves toward the shallow interior,
and disappears. In the case of polarity reversal, however,
the reversed field grows in the deep interior. Whenever the
polarity changes in sequence of an excursion as well as a re-
versal, the reversed field appears in the northern and south-
ern hemispheres.
3.2 Internal process during transitional periods

We now examine the internal structures of the magnetic
and the velocity fields as well as the magnetic field genera-
tion processes responsible for the polarity transitions men-
tioned above. The magnetic induction term in Eq. (2) can
be decomposed into the field advection term and the field
stretching term with the divergence-free property of the
magnetic and velocity fields:

∇ × (u × B) = −(u · ∇)B + (B · ∇)u. (9)

Distributions of the radial component of the magnetic field,
the velocity field, the advection term, and the stretching
term at the radii, r = r1 = ro −0.009 and r = r2 = ri +0.5
(mid-depth), viewed from the south are plotted, in Fig. 3,
at around the start and end times of the R1 event. At t =
0.735, the positive Br prevails at mid- to high-latitudes, and
strong spots correlate with the down-welling flow associ-
ated with the edge of very narrow convection columns at
r = r1. Also, there are some areas with negative Br at mid-
to high-latitudes without strong spots. Positive Br regions
show some correlation with the strongly speckled regions
of the down-welling flow, the advection, and the stretch-
ing terms, whereas the negative Br regions have no obvi-
ous correlation with any of them, suggesting that negative
Br is temporally unstable there if this situation persists. At
the same time, some negative Br spots, corresponding to
the reversed field shown in Fig. 2, as well as the positive
spots appear at r = r2. The negative Br is generated by
the stretching process between the convection cells. Pos-
itive correlation between the advection and the stretching
terms is seen at some places, suggesting that the negative
Br is advected outward together with intensification by the
stretching process.

The polarity at r = r1 has reversed at t = 0.755. The
strong negative Br regions show some spatial correlation
with the speckled advection and the stretching terms, which
is not found in the negative Br regions at t = 0.735. It is thus
suggested that correlation with these terms is important to
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(a) Br ur advection stretch

(b)

Fig. 3. Distribution of the radial component of the magnetic field, the
velocity field, the advection, and the stretching terms in the induction
equation at (a) t = 0.73500 and (b) t = 0.75500 in R1 event viewed
from the south. The top panel is at r = r1 = ro − 0.009, while the
bottom panel is at r = r2 = ri + 0.5. Contour interval is 0.3 (0.04)
for Br , 120 (20) for ur , and 400 (160) for the advection and stretching
terms at r = r2 (r1). Red (blue) regions represent positive (negative)
values.

maintain the new polarity at the core surface. Although this
correlation is likely present somewhere also in E1 and E4,
the reversed polarity is not sustained when inverse field gen-
eration is inactive. In the R1 event, the modest correlation
with active inverse field generation lasts for a sufficiently
long time, and the negative radial component is collected by
the down-welling flow associated with columnar convective
motions near the core surface, as usually found in dynamo
models with stable polarity (e.g. Olson et al., 1999).

The duration of the reversal sequence is about 0.006 vis-
cous diffusion times (Fig. 1), whereas the field advection
time, from the deep to shallow interiors, in the radial di-
rection is roughly estimated to be 0.015, as partly shown
in Fig. 2. This is longer than the estimate of half the shell
turnover time, L/u ∼ 0.003 with u ∼ 300, because the ad-
vection path meanders due to the complicated spatial struc-
ture of convection, as shown in the next subsection. The
field propagation time from the southern to the northern
hemisphere is about 0.01, from 0.745 to 0.755, as shown
in Fig. 2, which is comparable to the estimate of half the
meridional advection time, 0.5πro/u ∼ 0.008. It is there-
fore likely that the reversed field is transported in the longi-
tudinal direction by advection. The reversal process seems
to be consistent with that by Wicht and Olson (2004). It
should be noted, however, that the typical velocity to es-
timate the advection time is the root-mean-square veloc-
ity in the shell, whereas the meridional flow is responsible
for advection in Wicht and Olson’s model. In the present
model, the meridional flow component contains not more
than 0.1% of the kinetic energy.

(a) Br ur advection stretch

(b)

Fig. 4. Same as Fig. 3 but at (a) t = 0.56500 and (b) t = 0.58500 in E1
event.

(a) Br ur advection stretch

(b)

Fig. 5. Same as Fig. 3 but at (a) t = 0.95500 and (b) t = 0.96500 in E4
event.

The same plots as those shown in Fig. 3, but for the E1
and E4 events, are displayed in Figs. 4 and 5, respectively.
In Fig. 4(a), there are some negative (reversed) fields at
mid- to high-latitudes at r = r1. However, it seems that
correlation with the advection and the stretching terms is
very poor. Also, the amplitudes of the advection and the
stretching terms are small compared with those in Fig. 3.
Then, the positive (normal) field is soon retrieved due to the
stretching process deep in the core, as in Fig. 4(b). After
the normal magnetic field reaches the core surface at low-
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Table 2. Symmetry of the magnetic field induced by each interaction.
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Fig. 6. Time series of the magnetic (top) and kinetic (bottom) energy
density in the core. Solid (dashed) lines denote the equatorially sym-
metric (anti-symmetric) component. The magnetic energy is re-scaled
by multiplying a factor (EPm)−1 so as to make direct comparison with
the kinetic energy possible.

latitudes, it is propagated to higher latitudes. A similar
process is found in the northern hemisphere. After all, the
normal polarity survives. In the E4, what is happening in
the southern hemisphere is similar to the E1 (Fig. 5). As
noted above, the dipole component is weak during events
E4–E6. Thus, the magnetic pole can easily be disturbed
even by the weak reversed field.

On the whole, the magnetic field shows a dipole-family-
dominated, or an equatorially anti-symmetric (EA) struc-
ture, while the velocity field shows an equatorially sym-
metric (ES) structure due to the effects of rapid rotation.
The poloidal field in dipole (quadrupole) family consists of
the components with � − m odd (even), while the families
interchange in the toroidal field with the same � and m. Dy-
namo action allows four interactions between the velocity
and magnetic field components in each family, as summa-
rized in Table 2. If the magnetic and velocity fields belong
to purely EA and ES families, respectively, the interaction
between these fields regenerates the purely EA family mag-
netic field because of the symmetry property of the induc-
tion equation (Gubbins and Zhang, 1993). However, these
symmetries are apparently broken during transitional peri-
ods. We decompose the velocity and magnetic fields into
EA and ES families

u = uA + uS, (10)

B = BA + BS, (11)

where superscripts A and S denote EA and ES family com-
ponents, respectively, and then we analyze the behavior of
each family. Figure 6 shows the time series of the mag-
netic and kinetic energy in each family. It is evident that
the magnetic energy in both families is comparable to each

Fig. 7. 3-D views of the convection structure. Drawn are isosurfaces of the
axial component of the vorticity (|ωz | = 6000) viewed from the north
(top), equator (middle) and south (bottom). Positive (negative) value is
represented in black (gray).

other, whereas the kinetic energy in the ES family is domi-
nant; the kinetic energy in ES family is ten-fold larger than
that in the EA family. This fact suggests that uS , whose
main constituent is columnar convection vortices, is most
responsible for dynamo action. Figure 6 suggests that BA is
generated primarily by the interaction between uS and BA,
while BS is generated by the interaction between uS and BS .
The correlation coefficient between time series of the mag-
netic energy of BA and BS is 0.59. The modest correlation
does not deny that BA and BS are maintained primarily by
uS .
3.3 Spatial structures of convection and magnetic field

A 3-D plot is very helpful to understand the complicated
structures of the flow and the magnetic field. Displayed in
Fig. 7 are snapshots of the 3-D structure of the axial com-
ponent of the vorticity, ωz = (∇ × u)z , north-polar, south-
polar, and side view, visualized by isosurface rendering. It
is evident that the fundamental flow structure outside the TC
is characterized by the well-organized columnar flow nearly
invariant in the axial direction and that the ES flow compo-
nent is dominant. The shape of convective columns is ra-
dially and azimuthally deformed due to the large Rayleigh
number. The flow structure inside the TC is characterized
by the smaller scale components.

We next focus on the structure of the velocity and mag-
netic fields during the polarity reversal. Figure 8 shows
snapshots of ωz and Bz during evolution of the reversal
at t = 0.74125. The 3-D distribution of helicity, h =
u · (∇ × u), as exhibited in Fig. 8(a), obviously shows a
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(a)

(c) (d)

Fig. 8. Bird’s-eye views of the magnetic lines of force at t = 0.74125. Superimposed are (a): iso-surfaces of the helicity, |h| = 2 × 106, (b) and
(d): iso-surfaces of the axial component of the magnetic field, |Bz | = 1.0, (c): iso-surfaces of the axial vorticity, |ωz | = 6000. (b) is viewed from
the equator, while (c) and (d) are viewed from the north. Positive (negative) Bz is represented by the black (gray) blob, while positive (negative) ωz

and h are represented by transparent red (blue). The solid inner core is represented by the light-blue sphere. In (a) and (b) magnetic field strength is
described by means of color. Blue lines denote weak magnetic field, and red lines denote strong magnetic field. The magnetic field loop remarked in
the text is enclosed by the red square in (b).

well-known feature; that is, h is predominantly negative in
the northern hemisphere and positive in the southern hemi-
sphere because of the columnar structure of the flow (Olson
et al., 1999). This also suggests that the columnar flow is
responsible for this dynamo process. Helicity with a sign
opposing the predominant helicity in either hemisphere is
only found in limited regions near the outer boundary and
is thus rendered unimportant for the dynamo process.

The magnetic field structure is represented in terms of the
magnetic lines of force and isosurface of the axial compo-
nent in Fig. 8(b)–(d). The magnetic lines of force look like
entangled thread as a result of multiple bending in the direc-
tions perpendicular and parallel to the equatorial plane by
the deformed convection vortices, as in Fig. 7. The strong
positive Bz appears near the inner core, whereas the nega-
tive Bz appears in the outer portion. This structure is re-
flected in the axisymmetric field in Fig. 2. The positive
and negative Bz forms the most intense reversed field, or
a magnetic loop structure perpendicular to the equatorial
plane (Fig. 8(b)). When the field lines are seen from the
north (Fig. 8(c), (d)), it is clearly found that the curvature
of the magnetic lines of force corresponds well to the shape

of convection columns and that the axial magnetic field is
mostly intensified in the columns with negative ωz (anti-
cyclone). The magnetic loop is generated by the deformed
convection columns, incident to highly active convection.
Such a loop structure is never found during other events in-
cluding stable periods.

Active convection inside the TC can cause a break in
equatorial symmetry (Christensen et al., 1999). Takahashi
et al. (2003) pointed out, however, that the dynamo action
inside the TC plays a minor role for the polarity transition,
since the magnetic field generated inside the TC is insignifi-
cant because of small-scale and highly time-dependent con-
vection there. We conclude that polarity reversals are initi-
ated at low-latitudes outside the TC, as found in this paper
as well as by Takahashi et al. (2005).

4. Discussion
Using a Takahashi-Matsushima-Honkura dynamo model,

we have investigated the internal process of dynamo action
during some transitional periods. Although it is difficult to
find a typical magnetic field generation process responsi-
ble for a polarity transition because of the very complicated
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Fig. 9. Site dependence of the VGP latitude. The left plot is the time
series of the true magnetic pole, whereas the middle (right) represents
the time-longitude diagram of the VGP at 30◦N (60◦N).

structure, spatial, and temporal variations of the advection
and stretching processes as well as the correlation among
them seem to give rise to distinct differences in behavior
of the magnetic field during a transitional period. The re-
versed field generated near the inner core at low-latitudes
in one hemisphere moves toward the core surface, and then
it is propagated toward higher-latitudes by advection. This
process eventually gives rise to a polarity reversal. The se-
quence in our model is dynamically similar to that in the
model by Wicht and Olson (2004). That is, the reversed
field is transported by convective motions. The notable dif-
ference arises from the type of flow responsible for advec-
tion. In Wicht and Olson’s model, a relatively high Ekman
number may intensify the effect of EA flow, and thereby the
axisymmetric meridional circulation advects the reversed
flux from south to north. In the present model, however,
the non-axisymmetric wavy convection columns due to a
lower Ekman number play an important role in advection
of the reversed field. As for magnetic field generation in
terms of equatorial symmetry, the flow component in ES
family, in particular, columnar convection vortices, seems
to maintain the magnetic field in both ES and EA families.
To what extent the EA flow is important to the generation
of the the reversed magnetic field in the present model is
not obvious, but the sequence of polarity reversal similar
to Wicht and Olson’s model suggests that the EA flow in-
fluences the polarity transition. As a possible scenario, the
reversed field might initially be generated by the EA flow,
following which it is enhanced by the ES flow. It is ob-
viously the next step to examine how the EA flow affects
dynamo action.

From a paleomagnetic point of view, it is known that
the duration of polarity transition shows site-dependence
(Clement, 2004), and its north-south asymmetry (Wicht,
2005), which is large for reversals and relatively small for
excursions, with polarity change. A closer comparison with
paleomagnetic data is necessary to assess the validity of
different simulated reversals. Figure 9 shows the time-
longitude diagrams of VGP latitude, which indicate that
VGPs basically reflect the true dipole signatures. However,
a short polarity event is also observed at low-latitudes dur-
ing excursions (E4–E6). Furthermore, the non-dipole sig-
natures give rise to local (not global) excursions, and lon-

gitudinal dependence appears on several occasions. These
facts suggest that a good spatial coverage of paleomagnetic
data during a transitional period is essential to restore the
global paleomagnetic field.

In the present paper, attention is exclusively paid to the
induction process, and thus one may argue that the back
reaction from the magnetic field to the velocity field should
be investigated. We consider that the magnetic field in
the model is not strong enough to significantly affect the
velocity field and that polarity reversals are nearly free from
the Lorentz force, as in the model by Wicht and Olson
(2004).

Unfortunately, the present analysis is based on a few
samples. Coe et al. (2000) remark that polarity reversals
take place in various ways. For example, Sarson and Jones
(1999) show that reversals in their model are triggered by
the intermittent flow inside the TC. Undoubtedly, more re-
versal processes should be analyzed with the aim of under-
standing of the polarity reversal mechanisms.

5. Conclusions
We summarize the conclusions of the present paper in the

following.

1. There are distinctive differences in the behavior of the
magnetic field during transitional periods due to the
spatial and temporal variations of the advection and
stretching processes. At the beginning of polarity tran-
sitions, the magnetic field with the reversed polarity is
generated at low-latitudes in the deep interior of the
outer core. The reversed flux is advected outward and
is also propagated toward high-latitudes. The polarity
reversal is completed by the advection process. In the
case of excursion, however, the reversed field is not
generated successively, and the original polarity is re-
trieved.

2. The radially and azimuthally deformed convection
columns generate the reversed field, or the magnetic
loop perpendicular to the equatorial plane, which is
intensified by the convective motion in anti-cyclones.
The magnetic loop eventually causes the polarity re-
versal.

3. Duration of the field advection from the deep to shal-
low interiors is longer than a simple estimate of half
the shell turnover time because of the complicated spa-
tial structure of convection. Duration of the reversed
field propagation from one to the other hemisphere
near the core surface is comparable to the estimate of
half the meridional advection time.

4. Columnar convection vortices are dominant and re-
sponsible for generating the magnetic fields in both
the equatorially symmetric and equatorially anti-
symmetric families. This suggests that the magnetic
field is regenerated primarily from the magnetic field
that belongs to the same family.
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