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Fault zone waves have the potential to be a powerful tool to reveal the fine structure of a fault zone down to the
seismogenic depth. Seismic fault zone waves include head waves, trapped waves and direct body waves propagating
in the fault zone. 3-D numerical simulation is necessary to interpret the waveforms in the presence of low-velocity
zones with relatively complex fault structure. We computed finite difference (FD) synthetic seismograms to fit the
seismograms of explosions, which contain frequencies up to 25 Hz, recorded by a linear seismometer array across
the Mozumi-Sukenobu fault, central Japan. We find fault zone head waves, direct P waves propagating within the
low-velocity zone and wave trains following the direct P waves associated with the fault for both observed and
synthetic waveforms. Thus, modelling of fault zone waves is expected to determine details of complex fault zone

structure.

1. Introduction

Fault-zone structures are thought to have reduced seis-
mic velocities because rocks within fault zones have suf-
fered more damage than the surrounding rocks. The low-
velocity zone can act as a waveguide for seismic fault zone
head and trapped waves. Fault-zone head waves propagate
along material discontinuity interfaces, and trapped waves
are critically reflected phases travelling inside low velocity
zone (Ben-Zion and Aki, 1990; Ben-Zion, 1998). Seismic
fault zone waves have been observed above several major
faults (e.g., Ito and Kuwahara, 1996; Li et al., 1999; Ito et
al., 2002) and are being used to determine fault structures
with a resolution of a few tens of meters (e.g., Li et al., 1998,
2000, 2002).

In addition to these analyses, Ben-Zion (1989, 1990,
1999) and Ben-Zion and Aki (1990) have developed 2-D and
3-D analytical solutions for seismic wavefields generated by
double-couple sources at material discontinuities in plane-
parallel structures. These results are a powerful tool for ob-
taining an accurate solution for a simple fault zone model.
Several observations suggest that real fault zones have com-
plex structure, for example, fault segmentation (e.g., Aki,
1984; Li et al., 1994; Ito et al., 1998). To determine such
complex structure, a numerical simulation to calculate the
seismic wavefield for irregular 3-D models is necessary (e.g.,
Graves, 1996; Igel et al., 2002).

Currently the modelling of fault zone structure using 3-D
finite difference (FD) simulation is being performed (Li e?
al., 1999, 2000). In these studies, the waves arriving after
S waves containing a low frequency component below 5 Hz
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has been used. In this study, we focused on the waves gen-
erated by four explosive sources detonated on the Mozumi-
Sukenobu fault, central Japan (Ito et al., 2001). Fault zone
trapped waves from natural earthquakes with a dominant fre-
quency of 10 Hz were observed and modelled to obtain 30 m
low-velocity zone (Ito et al., 2002). In contrast, waves gen-
erated by the explosions are primarily P waves and contain
high frequencies up to 30 Hz. These high frequency waves
have the potential to reveal more detailed structures of fault
zones than the previous studies. We focused on numerical
solutions for 3-D elastic wave propagation through fault zone
structure. Our goal is to fit the synthetic seismograms to the
seismograms recorded by a linear seismometer array across
the Mozumi-Sukenobu fault with explosive sources.

2. Numerical Method

To obtain the solution of the 3-D elastic wave equation,
we applied a staggered-grid finite-difference method to the
velocity-stress formation of the elastodynamic equation. We
used a fourth- and second-order approximation for the spatial
and time derivatives, respectively, which has been described
in other studies (Virieux, 1984; Levander, 1988; Hayashida
etal., 1999). The staggered-grid was defined on a 3-D Carte-
sian coordinate system mentioned below. A representation of
source was included in the staggered-grid system using the
stress components (e.g., Coutant et al., 1995). The source
time function was given by

s(t) = {1 —cos@nt/Tp)}/ Ty  O0=t=Tp. (1)
Here T represents the pulse width of the source time func-
tion. In our formulation, we used a free surface boundary
condition for the earth’s surface and an absorption boundary

condition for the other boundaries. We used the absorption
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boundary condition of Clayton and Engquist (1977), as ap-
plied to the velocity components of the wave field, which has
maximum absorbancy for normally incident plane waves in
the outgoing wave field. In addition to this boundary con-
dition, we adopted another absorption boundary condition
introduced by Cerjan et al. (1985), which attenuates the re-
flected waves by multiplying the factor

Gi=exp{—[AN-D]} (1Zis<N) (2

by the velocity and stress field at the grid points located
within N points from the model boundary at each time cal-
culation step. Here i represents the grid position relative to
the nearest model boundary. In our model, we set 4 = 0.015
and N = 20. Our code has been tested through comparisons
with analytical solutions obtained by the reflectivity method
(Pitarka, 1999) for two velocity models (homogeneous half-
space and two-layered models with a strong velocity con-
trast). The agreement between both techniques was as good
as those in recent FD studies using a staggered grid (e.g.,
Coutant et al., 1995; Graves, 1996; Pitarka, 1999), suggest-
ing that our code can handle models with strong velocity con-
trasts such as fault zones.

3. Seismic Array Observation across the Fault

Ito et al. (2001) observed fault-zone trapped waves gener-
ated by near-surface explosions within and outside the fault
zone of Mozumi-Sukenobu fault, using a linear seismic array
to measure the structure of the fault. They detonated explo-
sions at four sites S1, S2, S3 and S4 (Fig. 1). A linear seis-
mic array was deployed across the Mozumi-Sukenobu fault
trace at a depth of 300 m in the underground research tun-
nel. The length of the array is roughly 500 m long with a
seismometer spacing of about 15 m and 32 seismometers.
Each station recorded three-component seismograms. Sites
S1 and S3 were considered to be located within the Mozumi-
Sukenobu fault zone at distances of 2 and 4 km northeast of
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Fig. 1. The map of study area, and the schematic illustration of linear
seismometer array and four explosions (S1, S2, S3 and S4) relative to
surface trace of the Mozumi-Sukenobu fault. The linear array consists of
32 three-component velocity-type (L22-E, MarkProducts) seismometers.

Y. MAMADA et al.: SIMULATION OF SEISMIC FAULT ZONE WAVES

the seismic array. Sites S2 and S4 were located about 100 m
south of the fault zone at distances of about 2 and 4 km north-
east of the seismic array.

Figures 2(a) to (d) show seismograms recorded at the
cross-fault array for explosions at S1 to S4, respectively.
Here we show only the fault zone-parallel component in
which remarkable phases can be clearly seen. All seismo-
grams shown here are low-pass filtered at 25 Hz. For explo-
sions S3 and S4, we have some difficulties fitting the sim-
ulation results to the real seismograms for the simple low-
velocity zone model inferred from the seismograms for ex-
plosions S1 and S2. This may be related to the complexities
of fault zone structure, for example, offset of surface traces
of the fault between source point S3 and the station array, as
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Fig. 2. Fault zone parallel component of observed seismograms. The panels
from top to bottom represent 25 Hz low-pass filtered seismograms for the
explosions S1 to S4. Each trace for S1 to S4 is normalized by the constant
value defined for each panel. The horizontal arrows show the boundary
between low-velocity zone and host rock. The traces are aligned from
north (top) to south (bottom) for each explosion.
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can be seen in Fig. 1. Thus we discuss only the results of
explosions S1 and S2 below. We notice that there is a time
delay of the first P-wave arrival in the center of the fault zone
in Fig. 2(a). We use this apparent velocity to estimate the P-
wave velocity within the low-velocity zone interpreting this
phase as a fault zone head wave.

Distinctive phases with large amplitudes appear about
0.15 s after the first arrival, especially at the station located
within the fault zone for S1. These phases are labelled phase
A in Fig. 2(a). Following this phase, large-amplitude wave
trains labelled phase B can be clearly seen on the stations in
the low-velocity zone. Similar phases such as the first arrival
and phases A and B have also been observed at the surface
stations adjacent to the southern Joshua Tree earthquake rup-
ture zone (Hough et al., 1994). Figure 2(b) shows the seis-
mograms for source S2 outside the fault zone. In contrast to
Fig. 2(a), much less complexity is seen.

4. Results of Simulation

We show synthetic seismograms to compare the obser-
vations for the explosive sources at S1 (Fig. 3(a)) and S2
(Fig. 3(b)). In the simulations, the number of grids is 260,
100 and 60 in x, y and z directions, respectively. Here the x
and y axes are parallel and perpendicular to the fault trace,
and the z axis is in depth. The grid spacing is 20 m in all
directions. The time step of the calculation is 0.001 s. The
source time function was given by Eq. (1) with Ty = 0.05 s.
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Fig. 3. Fault zone parallel component of calculated seismograms. A linear
seismometer array is placed at the depth of 300 m across the low-velocity
zone. The station spacing is 20 m. The top and bottom panels are results
of the calculations for S1 and S2, respectively. All traces in each panel
are normalized by the constant value defined for each panel. The time is
measured from the shot time for both panels. The approximate locations
of the phases of fault zone head waves, trapped waves and direct P-waves
identified in Fig. 4 on seismograms are marked by arrows with labels
FHW, TP and DP, respectively. The horizontal arrows show the boundary
between the low velocity zone and host rocks. The traces are aligned
from north (top) to south (bottom) for each case.
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The source used in these calculations is an isotropic explo-
sion. The sources were placed at a depth of 60 m from the
earth’s surface, matching the actual depths.

We adopted a 200 m-wide uniform low-velocity zone and
a velocity reduction of fault zone S waves by 40% from the
velocity of the surrounding rock (2.7 km/s) referring to the
results of Ito et al. (2002). We used a P-wave velocity of
Vp = 4.6 km/s from the travel time of the first P wave
outside the low-velocity zone. For the estimation of the
P-wave velocity within the low-velocity zone, the apparent
velocity of first arrivals were used as mentioned above, and
we obtained Vp = 3.6 km/s. However the velocity of
the surrounding rocks to the south of the low-velocity zone
is probably higher than to the north because the apparent
velocity from the center station in the low-velocity zone to
the southern station is lower than that to northern station. We
then assumed that the Vp = 4.3 km/s and Vs = 2.4 km/s
outside the low-velocity zone in northern part.

Figure 3(a) shows synthetic seismograms for S1 in which
the source is within the low-velocity zone. We can identify
three major phases; the fault zone head waves at the first
arrival (labeled FHW), the distinctive phase with a large am-
plitude following the head waves (labeled DP) and then wave
trains of trapped waves with a relatively large amplitude (la-
beled TP). Figure 3(b) shows the seismograms for S2 with
the source located outside the low-velocity zone. We can see
neither the distinctive phase after the first arrival nor wave
trains within the low-velocity zone, unlike the seismograms
for S1. Comparing observed seismograms in Figs. 2(a), (b)
with synthetic ones Figs. 3(a), (b), the overall properties of
both waveforms match. We will compare these carefully in
the next section.

5. Discussion and Summary

In order to identify the phase A, we showed the synthetic
seismograms for S1 obtained at stations that are placed at the
depth of 300 m in the center of low-velocity zone at distances
of 200 m to 2200 m. We find two clear phases in Fig. 4
which are identical with the phases labelled FHW and DP
in Fig. 3(a). The apparent velocities of FHW and DP are
almost the same as the velocities of the P wave in the host
rock on the south side and the P wave in the low-velocity
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Fig. 4. Record section of synthetic seismograms. The distance from the
explosion point is shown in the vertical axis. The arrivals of two clear
phases FHW and DP are represented in the figure. The apparent velocity
of DP is 3.6 km/s, and this velocity is consistent with the P-wave velocity
in the low-velocity zone.
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zone, respectively. Therefore the DP phase is the direct P
wave propagating within the low-velocity zone. The time
difference between the first P wave and the phase A on the
observed seismograms is almost equal to that between the
phases FHW and DP in synthetic seismograms. We can then
identify phase A as the direct P wave propagating within the
low-velocity zone.

Next we compare in detail the observed and synthetic seis-
mograms. For the explosion S1, the fault zone head wave,
the direct P wave and trapped waves on the observed seis-
mograms are identified in the simulated ones. From the sim-
ulation, we identified the large phase (phase A) 0.15 s after
the first arrival in the observed seismograms as the direct P
wave propagating within the low-velocity zone. For the ex-
plosion S2, the observed seismograms have the properties
that the most remarkable phase is the first P-wave and the
waveforms are much simpler than those for S1. These as-
pects are consistent with those of the synthetic waveforms.
Thus, the overall properties are well simulated by the nu-
merical calculations for the S1 and S2 explosions. However,
we find the difference that the wave energy following the first
arrival on the observed seismograms is relatively large in the
south part of fault zone compared to the synthetics for S2. A
discrepancy in the direct P wave in observed and simulated
seismograms for S1 can also be seen: the direct P waves
within the low-velocity zone are almost in phase across the
array in the simulation, but phase shifts of the waves occur
within the zone on the observed seismograms. These dis-
crepancies suggest that the low-velocity zone has more com-
plex structure than the present model.

In summary, the general properties of the observed fault
zone waves are consistent with the simulation for remarkably
high frequency waveforms, up to 25 Hz. However, consid-
eration of more complex structures is necessary to interpret
the observed waveform in detail.
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