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Abstract 

The Mw 6.9 earthquake off Fukushima Prefecture, Japan, of 22 November 2016 was followed by a tsunami that struck 
the Japanese coast from Hokkaido in northern Japan to Wakayama Prefecture in western Japan. We compared the 
performance of a seismologically deduced single-fault model, a seismologically deduced finite fault slip model (FFM), 
an optimized single-fault model based on tsunami data, the FFM with horizontal shift, and the tsunami waveform 
inversion models of the previous studies considered for this earthquake regarding reproduction of tsunami waves by 
tsunami computations. It is important to discuss how these models work well because it is sometimes desirable to 
obtain an earthquake source model to estimate tsunami waves with a simple process obtained with limited data from 
the viewpoint of tsunami prediction. The seismologically deduced FFM has an advantage in terms of the information 
of slip regions of fault plane and was superior to the seismologically deduced single-fault model, especially in predict-
ing amplitudes of tsunami waves. This means that when only with seismic data, the FFM could narrow the range of 
forecast of tsunami amplitude. In the comparison of models optimized with tsunami data, the single-fault model 
showed the almost equivalent performance of the tsunami waveform inversion models of previous studies regard-
ing the waveform coincidence with observations and the horizontal location at the negative peak of the initial sea 
surface displacement. In case the main generation region of the tsunami is concentrated in one place, the tsunamis 
can be expressed by a single-fault model by conducting the detailed grid search. We also confirmed that the centroid 
location of centroid moment tensor (CMT) solution and the absolute location of the FFM were not necessarily suitable 
to express tsunamis, while the moment magnitude, the focal mechanism, the centroid depth of CMT solution, and 
the relative slip distribution of the FFM were effective to represent tsunamis. Since this event occurred at the shallow 
depth, the speed of tsunami wave is particularly slow. Therefore, it would be advisable to pay attention to the hori-
zontal uncertainty to apply seismologically obtained solution to tsunami forecast, especially when a tsunami occurs in 
shallow water.

Keywords:  2016 off Fukushima earthquake, Tsunami, Tsunami computation, Uniform single-fault model, 
Seismologically deduced finite fault slip model

© The Author(s) 2019. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License 
(http://creat​iveco​mmons​.org/licen​ses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, 
provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, 
and indicate if changes were made.

Open Access

*Correspondence:  knakata@mri‑jma.go.jp 
1 Meteorological Research Institute, Japan Meteorological Agency, 1‑1 
Nagamine, Tsukuba, Ibaraki 305‑0052, Japan
Full list of author information is available at the end of the article

http://orcid.org/0000-0003-4774-5619
http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s40623-019-1010-1&domain=pdf


Page 2 of 12Nakata et al. Earth, Planets and Space           (2019) 71:30 

Introduction
After an earthquake of moment magnitude (Mw) 6.9 
occurred beneath the Pacific Ocean off Fukushima 
Prefecture, Japan, on 22 November 2016 at 05:59 JST 
(UTC + 09:00), tsunamis were observed from Hokkaido 
in northern Japan to Wakayama Prefecture in west-
ern Japan. The maximum amplitude of the tsunami was 
1.4 m at Sendai Port in Miyagi Prefecture (JMA 2016a). 
According to the Japan Meteorological Agency (JMA), 
this was a normal faulting event that occurred in the crust 
of the North American plate above its boundary with the 
Pacific plate (JMA 2016a). Its epicenter was about 50 km 
off the coast. Direct waves as well as reflected waves from 
the coast of Fukushima Prefecture were observed along 
the coast of Miyagi Prefecture (JMA 2017a). The distri-
bution of aftershocks from this event defined an east-dip-
ping fault plane (Headquarters for Earthquake Research 
Promotion 2016; Toda and Goto 2016).

Fujii and Satake (2016) and Gusman et al. (2017a) sim-
ulated the tsunami from this event using a single-fault 
model with a size of 20 × 10  km. Gusman et  al. (2017a) 
and Adriano et  al. (2018) estimated the tsunami source 
by inversion of the tsunami waveforms. Suppasri et  al. 
(2017) conducted tsunami computations using 15-m-res-
olution topographic data and compared their results 
with data from field surveys. While the previous stud-
ies specified various wave source models, the question 
remains whether how the models obtained from the data 
limited to seismic waves could work, and how much per-
formance a simple uniform single-fault model can have 
for a complicated model, which have heterogeneous slip 
distribution, in this event. It is important to discuss such 
models’ performances because it is sometimes desirable 
to obtain an earthquake source model to estimate tsu-
nami waves with a simple process obtained with limited 
data from the viewpoint of tsunami prediction.

JMA utilizes an immediate centroid moment ten-
sor (CMT) solution for an immediate tsunami forecast 
(Kamigaichi 2015). In that case, a uniform single-fault 
model is used since the slip distribution on the fault plane 
is unavailable in short duration soon after occurrence of 
the earthquake. Gusman et al. (2017a) pointed out that it 
was difficult to represent tsunami observation waveforms 
at all stations used for the tsunami source estimation with 
the single-fault model even if the size of the slip region of 
the model is adjusted. However, the optimum horizon-
tal position of the model was not discussed in Gusman 
et al. (2017a). The distribution of slip on the fault plane, 
which is directly related to the area of tsunami genera-
tion, can be obtained as a finite fault slip model (FFM) 
estimated only with seismic waveforms (e.g., Yoshida 
et al. 2011; Iwakiri et al. 2014) as well as tsunami wave-
form inversion. Even though this event was relatively 

small, of magnitude 7 class, the FFM was obtained (JMA 
2017b). So far, there have been studies on the use of FFM 
models for magnitude 8 class earthquakes to predict tsu-
nami (e.g., Heidarzadeh et al. 2017; Gusman et al. 2017b). 
In those cases, the coastal grid intervals used for the tsu-
nami computation were not so fine probably because of 
the long wavelength of tsunami waves considered. For 
the magnitude 7 class earthquakes, there have been few 
studies on the performance of the FFM by the compari-
son of tsunami waveforms.

In this study, we compared the performance of five 
models: the seismologically deduced single-fault model, 
the seismologically deduced FFM, the optimized single-
fault model with tsunami waveform data, the FFM with 
horizontal shift, and the tsunami waveform inversion 
models of the previous studies. First, tsunami prediction 
by a single-fault model by CMT solution was compared 
with that by a seismologically deduced FFM. Next, an 
optimum single-fault model and the optimum FFM with 
horizontal shift were obtained using tsunami waveform 
data. Finally, the performances of models in this study 
were compared with that of the tsunami waveform inver-
sion models of previous studies.

Methodology and data
Single‑fault model
The single-fault model is parameterized by fault length, 
fault width, fault depth, slip amount, horizontal location, 
strike, dip, and rake. When the fault length and width are 
unknown, as is often the case in an immediate analysis 
soon after an earthquake occurrence, they are deter-
mined by a scaling law from the earthquake magnitude 
(e.g., Tanioka et al. 2017). In this study, we used the scal-
ing law proposed by Utsu (2001):

where S = LW is the fault area (km2), based on fault length 
L and fault width W, and Mw is the moment magnitude. 
Given M and assuming W = L/2, this equation yields S, 
L, and W. This relation predicts the aftershock area well 
(Utsu 2001) and is used to calculate a synoptic image 
of the rupture zone under the assumption of a constant 
stress drop of 3 MPa (Kikuchi 2003). When the slip dis-
tribution can be derived from other information such as 
tsunami data, L and W can be determined directly from 
it.

The average slip amount is obtained from the seismic 
moment and fault area according to Aki (1966):

where M0 is the seismic moment, μ is the shear modu-
lus of the rocks, and D is the average slip amount. The 
moment magnitude Mw (Kanamori 1977) is

(1)log10S = Mw − 4.0,

(2)M0 = µDS,
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D is commonly calculated by assuming a certain value of 
μ. In this study, μ is assumed to be 30 GPa at a depth of 
about 10  km on the basis of the Preliminary Reference 
Earth Model (Dziewonski and Anderson 1981).

The strike, dip, slip angle, and midpoint depth of the 
fault were taken from the CMT solutions released by 
various institutions (Table  1). The horizontal location 
was determined from the distribution of aftershocks that 
occurred during the first hour after the earthquake.

Seismologically deduced FFM (finite fault slip model)
The seismologically deduced FFM models an earthquake 
fault as a set of small sub-faults, each with its own slip 
amount and slip history. The FFM used in this study is 
based on analysis of teleseismic body waves. The analysis 
starts by assuming a fault plane (often specified from the 
CMT solution) and an initial rupture starting point (typi-
cally the hypocenter). The parameters are estimated from 
the time-series waveform at seismic observation stations 
at teleseismic distances of 30°–100°. In this study, which 
assumed that a high-quality FFM is obtained in real time, 
we used the FFM released by the JMA (JMA 2017b) 
about 1 month after the earthquake. (The FFM gave Mw 
7.2, which was larger than the Mw 6.9–7.0 given by CMT 
analyses.) The horizontal location of the FFM was not 
adjusted in use for the tsunami computation.

Tsunami observation data
The computed tsunami waveforms were compared with 
waveforms observed at the 13 coastal tide gauge stations 
and offshore GPS buoys (Kato et  al. 2000; Kawai et  al. 
2012) shown in Fig. 1. The tidal component was removed 
from the observations by subtracting the theoretical val-
ues calculated by superposition of trigonometric func-
tions (e.g., Murakami 1981).

Tsunami computation and bathymetry data
The tsunami computation relies on solving nonlin-
ear long-wave equations with a staggered leapfrog 

(3)Mw =
logM0 − 9.1

1.5
.

finite-difference scheme. The TUNAMI code (e.g., Ima-
mura 1995; Goto et al. 1997) was used, with input/output 
modifications by the Meteorological Research Institute. 
Crustal deformation at the seafloor is calculated by the 
method of Mansinha and Smylie (1971) on the basis of 

Table 1  East-dipping CMT solutions for the 22 November 2016 event from various institutions

Source Latitude (°N) Longitude (°E) Depth (km) Strike Dip Rake Mw

NIED (2016) 37.3547 141.6042 11 47° 38° – 90° 7.0

JMA (2016b) 37.18 141.6 10 45° 55° – 93° 6.9

JMA (2016c) 37.22 141.6 12 65° 55° – 69° 6.9

USGS (2016) – – 11.4 42° 49° – 101° 6.9

GCMT (2016) 37.32 141.53 12 45° 41° – 95° 6.9

Fig. 1  Locations of the 22 November 2016 event epicenter, tide 
gauge stations, and GPS buoys. Stations Kuji, Ishinomaki, Sendai 
Shinko, Kashima, and both GPS buoys are operated by the Port 
Authority of the Ministry of Land, Infrastructure, Transport and 
Tourism; station Soma is operated by the Geographical Survey 
Institute; and stations Miyako, Ofunato, Ayukawa, Onahama, Oarai, 
and Choshi are operated by the Japan Meteorological Agency
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fault parameters set by a single-fault model or an FFM. 
The tsunami computation assumes that the seafloor 
deformation instantaneously displaces the sea surface to 
the same extent.

For the bathymetry data, we used the gridded data 
set of the Cabinet Office Central Disaster Management 
Council of Japan (Cabinet Office 2003). The nested grid 
system was used as well as Gusman et  al. (2017a) and 
Adriano et  al. (2018). The computation proceeded from 
the coarsest to the finest grid interval (1350  m, 450  m, 
150 m, 50 m) for successively smaller domains, from the 
ocean to the vicinity of tide gauge stations (Fig.  2). The 
waveform at each tide gauge station was computed with 
a 50 m grid interval. While the construction works have 
been done since 2003 when the data set was made, the 
noticeable change in coastal structures near the tide 
gauge stations blocking the arrival of the tsunami was 
not seen at the bathymetry of 50  m grid interval, com-
pared with the images from the Google Earth (https​://
www.googl​e.co.jp/earth​/). Coastal structures in this data 
set, such as levees, are defined in terms of the boundaries 

of 50 m grid cells. For convenience, if a coastal structure 
was indicated on either the north or east side of a cell, the 
elevation of the cell was replaced by the elevation of the 
coastal structure.

Measurement of amplitude and period
The amplitude and period of the first wave cycle were 
used to compare the computed and observed waveforms. 
Because the main effect of this normal faulting event was 
subsidence of the seafloor, we measured the pulling wave 
as the first wave cycle, ignoring the weak push wave that 
preceded it.

Waveform coincidence score
To quantify the degree of coincidence between the com-
puted and observed waveforms, we relied on the variance 
reduction (VR) score. This score is often used for qual-
ity control of CMT solutions (e.g., Usui et al. 2010) and 
for evaluating tsunami waveform predictions (Tsushima 
et al. 2009). It is defined as:

where oi(t) and si(t) are the ith observed and theoreti-
cal waveforms, respectively, and T is the data length of 
the waveform used for analysis. VR has a value of 1 if the 
waveforms are perfectly matched and decreases as the 
difference between the waveforms increases.

We determined VR on the basis of two different data 
lengths. In one (VR1), only the first wave cycle was com-
pared, and in the other (VR2), the full waveform from the 
first wave cycle to 9:00 JST on 22 November 2016 was 
compared.

Results
Tsunami computation by seismologically deduced 
single‑fault model and FFM
We compared the observations of the 22 November 2016 
tsunami to the waveforms computed by the single-fault 
model from the earthquake scaling law (model A) and 
the FFM based on seismic data (model B), as described 
in the “Methodology and data” section. Model A used 
the CMT solution from the National Research Institute 
for Earth Science and Disaster Resilience (NIED 2016), 
Mw 6.9 (Table  1), and the fault parameters are listed in 
Table  2. Figure  3 shows the initial sea surface displace-
ment of the tsunami under both models, and Fig. 4 shows 
the observed and computed waveforms at each station.

Model B contains a region of strong local subsidence 
that does not appear in model A, which reflects a region 
of large slip on the fault plane (Fig. 3). A comparison of 

(4)VR = 1−
∫T0 [oi(t)− si(t)]

2dt

∫T0 oi(t)
2dt

,

Fig. 2  The nested grid system used in this study. Red square frame 
indicates the computation area at 450 m grid intervals, blue 150 m, 
green 50 m

https://www.google.co.jp/earth/
https://www.google.co.jp/earth/
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computed and observed waveforms shows that model B 
more closely approximated the observed amplitudes than 
model A (Fig. 4).

Values of VR1 for model A were consistently positive 
for all stations (Fig.  5). This means that defining the 
horizontal fault location from the area of immediate 

aftershocks that occurred during the first hour after 
the earthquake led to good phase matching of tsu-
nami waves. VR1 values for model B were higher than 
those for model A at stations near the epicenter, but 
much lower at more distant stations. The main reason 
for this pattern is that the waveform phases (arrival 

Table 2  Model fault parameters

Source model Lat. (°N) Long. (°E) Depth (km) Length (km) Width (km) Slip (m) Strike Dip Rake Mw

A (single-fault) 37.26 141.45 11 40 20 1.2 47° 38° – 90° 6.9

B FFM Multiple faults (JMA 2017b) 7.2

C (optimized single-fault) 37.28 141.45 11 20 10 5.6 47° 38° – 90° 6.95

D (optimized FFM) Model B shifted horizontally 7.2

Fig. 3  Initial sea surface displacement of model A, B, C, and D. The red rectangle represents the surface projection of the fault plane onto the 
horizontal plane. The mainshock and the locations of the first hour of aftershocks were also shown. The mainshock was derived by JMA (2016a), and 
the aftershocks are by the Seismological Bulletin of Japan (http://www.data.jma.go.jp/svd/eqev/data/bulle​tin/index​_e.html)

http://www.data.jma.go.jp/svd/eqev/data/bulletin/index_e.html
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times) did not match between the observations and 
computations.

Optimization of single‑fault model based on tsunami data
We performed a grid search to find an optimal single-
fault model based on tsunami data. To obtain an optimal 
single-fault model as a tsunami source, we examined var-
ious values of fault length L, fault width W, slip amount 
D, moment magnitude Mw, horizontal location, and focal 
depth. Candidate values were 30, 25, and 20 km for L; 20, 

15, and 10 km for W; 6.8–7.1 for Mw; and 37.24–37.29°N 
and 141.42–141.47°E for the fault midpoint. Here, D 
determined from Mw was restricted to less than 10 m so 
as to be consistent with the maximum slip of the small 
fault segments in the FFM. Other parameters were the 
same as in model A. The parameters that maximized the 
value of VR1 for all 13 stations (0.82 median, 0.76 mean) 
were as follows: location 37.28°N, 141.50°E, L = 20  km, 
W = 10  km, and Mw = 6.95. These were adopted in the 
optimized single-fault model (model C). The determined 

Fig. 4  Comparison of waveforms at 13 stations from observations, model A, and model B. Tsunami waveforms at tide gauge stations and GPS 
buoys (locations in Fig. 1). Black curves are the observed waveforms, blue curves are waveforms from model A, and red curves are waveforms from 
model B. Data lengths for calculating VR1 and VR2 at each station are indicated by purple lines
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location was about 20 km away from the centroid loca-
tion of used CMT solution. Figure 6 shows details of this 
optimization for the horizontal fault location (Fig. 6a); L, 
W, and Mw (Fig. 6b); and fault depth (Fig. 6c). In particu-
lar, the depth was optimal around 10  km, showing that 
the assumed depth for the initial model (given with refer-
ence to centroid depth of CMT solution) was reasonable. 
The initial sea surface displacement and the computed 
tsunami waveforms from model C are shown in Figs.  3 
and 7, and the parameters are listed in Table  2. VR1 
values showed that the computed and observed wave-
forms agreed well (Fig.  5). As a result of the relocation, 
it produced wave periods closer to the observations than 
those from models A and B, and the VR1 values became 
acceptable for all stations, including the distant ones. The 
region of slip on the fault plane from model C was about 
half the size estimated from the earthquake scaling law of 
Utsu (2001).

FFM with horizontal shift
We improved the horizontal fault location produced by 
the FFM to fit the observed tsunami waveforms through 
a grid search that first shifted model B horizontally at 
intervals of 0.05° and then refined the grid search at 0.01° 
intervals while keeping the slip distribution unchanged. 

The number of computations was 30 (6 × 5) for 0.05° and 
80 (8 × 10) for 0.01°.

In the resulting model, model D, the VR1 value was 
positive for all but one station (Fig. 5) when the original 
FFM was shifted 0.02° to the north and 0.06° to the west 
(Fig. 8). The VR2 values show the same tendency as the 
VR1 values. The computed waveform is compared with 
observations in Fig. 7. The mean VR1 value for all 13 sta-
tions improved from a median of 0.30 and a mean of 0.04 
with the original FFM to a median of 0.61 and a mean of 
0.42 with model D. It thus was more advantageous to use 
a horizontally shifted FFM to compute this tsunami. The 
0.06° (about 6  km) shift is within the range of sub-fault 
size of 10 km.

Discussion
Comparison of single‑fault models and FFMs
In the comparison with the single-fault model by scal-
ing law (model A), the FFM (model B) is advantageous 
because it has the information of the slip distribution of 
the fault plane. In fact, the model B better represented 
the amplitude than model A (Fig. 5b). Tsunami ampli-
tude is the most important factor for tsunami forecast. 
When only with seismic data, the FFM could narrow 
the range of forecast of the tsunami amplitude.

Fig. 5  Comparison of models A, B, C, and D at 13 stations. a Absolute amplitudes of the first pulling tsunami wave cycle. b Difference between 
the absolute amplitude of the computation and that of the observation. c Periods of the first wave cycle. d VR1. The dotted lines in b represent 
approximate best-fit curves
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In the comparison between the optimum single-fault 
model (model C) and the FFM with horizontal shift 
(model D), the model C was superior to the model D 
with the smaller amplitude differences (Fig. 5b) and the 
VR values (Fig. 5d). The first reason for this is that the 
main slip region was concentrated in one place that the 
single-fault model could express. The second reason is 
that the slip distribution and slip amount of the FFM 
may have not been strictly represented due to estima-
tion errors in the seismological analysis, while there 
was no limitation on fault parameters of the opti-
mum single-fault model to fit the observed tsunami 
waveforms.

Uncertainty of horizontal location from seismic data
The optimum single-fault model (model C) located 
about 10–20 km west from the centroid location of var-
ious institutions (Fig. 9). The FFM with horizontal shift 
(model D) also located 0.02° to the north and 0.06° to 
the west from the original FFM (model B). Both results 
show that the horizontal location was determined 

relatively poorly only from the seismic data. This may 
be related to the propagation speed difference between 
seismic and tsunami waves. Since this event occurred 
at the shallow depth, the speed of tsunami wave is par-
ticularly slow. While such location difference would 
not significantly affect the comparison of seismic wave-
forms, the same amount of location difference would 
cause recognizable tsunami waveform misfits.

Comparison of models in this study and models 
from previous studies
We compared the results of the optimum single-fault 
model (model C) and the FFM with horizontal shift 
(model D) and the tsunami inversion models of previ-
ous studies (Gusman et  al. 2017a; the GCMT model of 
Adriano et  al. 2018). The Mw of the model C (Mw 6.95 
[μ = 30  GPa]; Mw 6.92 [μ = 27  GPa]) almost agrees with 
Mw 7.0 (μ = 27  GPa) of Gusman et  al. (2017a) and Mw 
6.95 (μ = 27 GPa) of Adriano et al. (2018). It is also con-
sistent with the Mw 6.9–7.0 from the CMT solutions. The 
normalized root-mean-square misfit (Heidarzadeh et  al. 

Fig. 6  Mean values of VR for model C after various parameters were changed from model A. a Changes in VR from shifting the horizontal location 
of model A (red star). The area within the dashed rectangle was searched in horizontal increments of 0.01° to find the optimal location (red square). 
b VR1 versus Mw for various combinations of L (km) and W (km) in model C. c VR for various fault depths between 5 and 50 km in model C
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2016) for the model C was 0.75 for the same data period 
as the calculation of VR2, which is lower (better) than 
0.85 in the prototype single-fault model (GCMT NP1) of 
Gusman et al. (2017a). The value only for Sendai Shinko 
was 0.47, which was also lower (better) than 0.686 in the 
tsunami inversion model of Adriano et  al. (2018). From 
the comparison with the figures shown in the papers, 
the single-fault model in this study has almost equiva-
lent performance with Gusman et  al. (2017a) and Adri-
ano et al. (2018). This means that a simple model has the 

almost same performance as a complicated model in this 
event. The first reason for this is that the main slip region 
on the fault plane was concentrated in one place in this 
event; therefore, the single-fault model could express it. 
The second reason may be that the horizontal position 
of small sub-faults is fixed beforehand in the tsunami 
waveform inversion, while the horizontal position of the 
single-fault model can be freely moved at 0.01° interval in 
this study.

Fig. 7  Comparison of waveforms at 13 stations from observations, model C, and model D. Black curves are the observed waveforms, green 
curves are waveforms from model C, and orange curves are waveforms from model D. Data lengths for calculating VR1 and VR2 at each station are 
indicated by purple lines
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Figure 9 shows the horizontal locations of the negative 
peak of the initial sea surface displacement for various 
models. The location of the model D in this study is close 
to that of Gusman et al. (2017a); and the location of the 
model C is close to that of Adriano et al. (2018). The loca-
tion of the model C is located about 10 km south–south-
west of that of the model D. The location of the model C 
would be more plausible since it can express the tsunami 
waveforms better than the model D (Fig.  5d). The loca-
tion difference between the Gusman et  al. (2017a) and 

the Adriano et al. (2018) may be due to the difference of 
the number of sub-faults and locations.

Summary
We compared the performance of five models: the seis-
mologically deduced single-fault model based on the 
CMT solution, the seismologically deduced FFM, the 
optimum single-fault model with tsunami data, the FFM 
with horizontal shift, and the tsunami waveform inver-
sion models of the previous study for the earthquake off 
Fukushima Prefecture on 22 November 2016, Japan. We 
compared the models with the amplitudes, the period, 
and the VR, and obtained results as:

1.	 The seismologically deduced FFM has an advan-
tage in terms of the information of slip regions of 
fault plane and was superior to the seismologically 
deduced single-fault model, especially in predicting 
amplitudes of tsunami. When only with seismic data, 
the FFM could narrow the range of forecast of tsu-
nami amplitude.

2.	 The optimized single-fault model with tsunami data 
has performance to represent the observed tsunami 
waveforms at 13 stations well. It is better than the 
prototype single-fault model of Gusman et al. (2017a) 
and has the almost equivalent performance with the 
tsunami waveform inversion models of Adriano et al. 
(2018). The horizontal location of its negative peak of 
the initial sea surface displacement located close to 
that of Adriano et al. (2018) rather than that by the 
centroid location of CMT solution. In case the main 

Fig. 8  Spatial distribution of mean values of VR for model D, the horizontally shifted version of model B. The color scale indicates the values of VR, 
and the spatial scale indicates the difference from the initial position. The initial shift from the location of model B (red star) was 0.05°; then the 
dashed rectangle was searched at increments of 0.01° to find the optimal location (red square)

Fig. 9  Comparison of horizontal locations. Red triangles show the 
horizontal locations of the negative peak of the initial sea surface 
displacement for each model. The horizontal locations were 
measured by the figure of Gusman et al. (2017a), Adriano et al. (2018) 
and this study. The centroid locations of each institution are also 
shown with blue squares
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generation region of the tsunami is concentrated in 
one place like this event, the tsunami wave can be 
expressed by a single-fault model by conducting the 
detailed grid search.

3.	 The centroid location of CMT solution and the abso-
lute location of the FFM were not necessarily proper 
enough to get good agreement between observed and 
computed tsunami waves, while the Mw, the focal 
mechanism, the centroid depth of CMT solution, 
and the relative slip distribution of a seismologically 
deduced FFM were effective to represent tsunami 
wave reproduction. This may be due to difference in 
the propagation speeds between seismic wave and 
tsunami wave. Since this event occurred at the shal-
low depth, the speed of tsunami wave is particularly 
slow. To utilize the analysis of seismic waves in tsu-
nami forecasting, careful attention should be paid to 
its horizontal uncertainty, especially when a tsunami 
occurs in shallow water.
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