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Abstract 

For the past 20 years, state of the art geomagnetic core field models have relied heavily on magnetic measurements 
made from space-based instrumentation. These models have revealed rapid global magnetic field variations on sub-
decadal timescales originating in Earth’s core. With the end of the CHAMP mission in 2010 and the launch of Swarm in 
late 2013, there has been a 3-year gap in high-quality satellite measurements of the geomagnetic field. Geomagnetic 
field models have therefore relied on ground observatory data to fill in this gap period. However, ground observato-
ries are unable to provide a truly global picture of the core field and its temporal changes. Many satellites in opera-
tion carry vector fluxgate “platform” magnetometers for attitude control, which can offer an alternative to relying on 
ground observatory measurements during the gap period. However, these instruments need to be carefully cali-
brated in order to provide meaningful information on Earth’s core field. Some previous studies attempted to calibrate 
such instruments with a priori geomagnetic field models. This approach has several disadvantages: (1) errors in the 
model will introduce errors in the calibration parameters, and (2) relying on an a priori model may not be feasible in 
the post-Swarm era. In this paper, we develop a novel approach to build a time-dependent geomagnetic field model 
from platform magnetometer data, by co-estimating their calibration parameters with the internal field parameters. 
This method does not require an a priori geomagnetic field model, but does require a dataset of previously calibrated 
data. We use CHAMP, Swarm, and ground observatory measurements to supply this dataset, and incorporate platform 
magnetic measurements from DMSP and Cryosat-2 during the gap years. We find that the calibration parameters of 
DMSP and Cryosat-2 can be reliably estimated, and these missions provide meaningful information on rapid core field 
variations during the gap period.
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Introduction
Earth’s internal magnetic field is constantly changing due 
to what is believed to be a geodynamo inside the liquid 
outer core. According to this theory, cooling of the core 
when combined with gravitational forces drives convec-
tive fluid motion. Earth’s rotation imposes additional 

forces on the core fluid, and a fraction of this total kinetic 
energy is converted to magnetic energy through induc-
tion. If the magnetic energy generated is sufficient to 
overcome viscous and ohmic dissipation, the dynamo 
can be self-sustaining. In recent decades, the numerical 
geodynamo modeling community has demonstrated the 
viability of self-sustaining dynamos by rotating convec-
tion (Glatzmaier and Roberts 1995; Schaeffer et al. 2017; 
Zhang and Busse 1988). However, geodynamo simula-
tions are thus far unable to reach a dynamical regime sim-
ilar to planetary cores, and their predictive capabilities 

Open Access

*Correspondence:  alken@colorado.edu
†Patrick Alken and Nils Olsen contributed equally to this manuscript.
1 Cooperative Institute for Research in Environmental Sciences, University 
of Colorado, Boulder, USA
Full list of author information is available at the end of the article

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s40623-020-01163-9&domain=pdf


Page 2 of 32Alken et al. Earth, Planets and Space           (2020) 72:49 

are extremely limited. An alternative approach for study-
ing geomagnetic core field variations is to analyze meas-
urements recorded by ground observatories as well as 
satellite missions carrying magnetic instrumentation 
in Low-Earth Orbit (LEO). Ground observatories are 
well suited to capture temporal variations at specific 
locations, while satellites provide a much richer spatial 
picture of the geomagnetic field. While many satellite 
missions carry fluxgate magnetometers, these instru-
ments are subject to drift due to mechanical effects (such 
as vibrations), temperature variations, or aging of sensor 
material, and extreme care must be taken before using 
these data in geomagnetic field modeling.

Magsat (1979–1980) was the first mission to carry both 
a vector fluxgate magnetometer and a Cesium vapor 
absolute scalar magnetometer which was used to cali-
brate the fluxgate instrument in-flight. Since the scalar 
instrument accuracy depends on well-known atomic 
energy transitions, it does not suffer from drift and can 
be used to calibrate fluxgate instruments. After the end 
of the Magsat mission, it took nearly 20 years before 
another mission was launched with both a fluxgate and 
absolute scalar magnetometer. However, since 1999, the 
geomagnetic core field modeling community has enjoyed 
unprecedented and nearly continuous high-quality global 
magnetic measurements from space. Ørsted (1999–
2013), SAC-C (2000–2004), CHAMP (2000–2010), and 
Swarm (2013–present) have provided high-accuracy vec-
tor magnetic measurements from LEO since 1999 with 
the exception of a roughly 3-year gap period between 19 
September 2010 and 22 November 2013. This 20-year 
period of satellite observations has revealed a global pic-
ture of secular variation (SV), and perhaps most interest-
ingly, a series of localized secular acceleration (SA) pulses 
on sub-decadal timescales (Aubert and Finlay 2019; Lesur 
et al. 2008; Chulliat and Maus 2014; Chulliat et al. 2010, 
2015; Olsen and Mandea 2007; Torta et al. 2015).

Due to these discoveries, there has been significant 
interest in improving core field models during the 3-year 
gap period between CHAMP and Swarm, particularly 
because one of the secular acceleration pulses occurred in 
2012.5 (Chulliat et al. 2015). The purpose of this study is 
to investigate the possibility of using fluxgate magnetom-
eters carried by other satellite missions (without scalar 
reference magnetometers) to provide global informa-
tion on secular variation and secular acceleration during 
this gap period. The idea of using lesser-quality fluxgate 
data for core field modeling is not new. Ridgeway et  al. 
(1989) combined DMSP F-7 fluxgate data with Magsat 
and ground observatory measurements, co-estimating 
a subset of fluxgate calibration parameters with internal 
field coefficients. The authors of this study encountered 

significant challenges in accurately determining crustal 
biases for the observatories, as well as removing large 
spacecraft fields from the DMSP spacecraft body, and 
stated “the results obtained are inconsistent and con-
tradictory”. Sabaka et  al. (1997) similarly applied a co-
estimation of calibration and core field parameters to 
DMSP F-12 and F-13 data. Their study used an a priori 
core field model (IGRF95) to constrain the least-squares 
minimization, in order to perform a vector calibration of 
the satellite data. Langel et  al. (1997) analyzed fluxgate 
measurements from the UARS, POGS, and DE-1 satel-
lites. They used an a priori core field model built from 
Magsat data to act as the scalar reference for the fluxgate 
measurements, and used only the scalar magnitudes of 
the fluxgate measurements since attitude information 
on those satellites was limited. Their study focused only 
on calibration, and they did not take the next step to 
build a model from their calibrated data, instead analyz-
ing the calibrated residuals against the same field model 
used for the calibration. Alken et al. (2014) used a simi-
lar approach on DMSP satellite fluxgate measurements, 
using an a priori model built from CHAMP data to act 
as a scalar reference in order to estimate the calibration 
parameters. Then in a second step, they built a core field 
model from the calibrated data, but noted that it was 
likely the scalar reference model would contaminate the 
calibration parameters, resulting in a final model similar 
to the original reference model.

To avoid the problems inherent in using a priori mod-
els to calibrate fluxgate instruments as described above, 
we have developed an approach to co-estimate the flux-
gate calibration parameters along with the internal core 
field coefficients. Our method completely removes the 
need for an a priori calibration model, instead relying on 
combining the uncalibrated fluxgate data with an addi-
tional dataset of previously calibrated data. Since we now 
have multiple years of high-quality calibrated data from 
CHAMP and Swarm on both sides of the gap period, as 
well as ground observatory data inside and outside the 
gap period, we have an ideal opportunity to fill in the gap 
with platform fluxgate measurements.

In the "Instrumentation" section, we review the sat-
ellite missions and ground observatories used for this 
study. In the "DMSP data processing" section, we dis-
cuss the data cleaning and preprocessing applied to the 
DMSP satellites. The "Data selection and preprocessing" 
section presents the data selection and preprocessing 
steps for all satellite missions and ground observatories 
to build a final dataset for the model inversion. "Co-
estimation of internal field and calibration parameters" 
describes our methodology for co-estimating the inter-
nal core field and fluxgate calibration parameters, as 
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well as other model parameters. Model results are pre-
sented in "Results and discussion" and validation against 
independent data and models is discussed in "Model 
validation". We examine the secular acceleration signal 
observed during the gap period in "Secular accelera-
tion". Finally, we make concluding remarks in the "Con-
clusions" section.

Instrumentation
We make use of magnetic field observations recorded 
by four different satellite missions (CHAMP, DMSP, 
Cryosat-2, and Swarm) as well as ground-based meas-
urements extracted from the World Data Center at 
Edinburgh (Macmillan and Olsen 2013). CHAMP 
(CHAllenging Minisatellite Payload) and Swarm are 
dedicated magnetic field missions, whose primary sci-
ence goals include observing all sources of the geo-
magnetic field. These missions were designed from 
the beginning to conform to high magnetic cleanli-
ness standards in order to be able to characterize and 
remove signals of non-geophysical origin, such as 
spacecraft fields, from the measurements. The primary 
purpose of the DMSP (Defense Meteorological Satel-
lite Program) series, in contrast, is to measure tropo-
spheric weather with a high-resolution visible and 
infrared imaging system. Early DMSP missions did not 
include fluxgate magnetometers, as these were added 
later in the program to study magnetic signatures of 
ionospheric field-aligned currents (FACs). Since the 
magnetic signature of these currents can reach sev-
eral hundreds to thousands of nanoTeslas, later DMSP 
spacecraft designs made little effort to implement 
magnetic cleanliness standards. Cryosat-2, whose pri-
mary mission is to monitor polar ice thickness, simi-
larly exhibits significant spacecraft-generated fields in 
its fluxgate measurements. An earlier mission, named 
Cryosat-1, was lost due to a launch failure in 2005. We 
therefore will use Cryosat to refer to Cryosat-2 in the 
remainder of this paper.

CHAMP was launched on 15 July 2000 into a near 
circular, polar orbit (inclination 87.2◦ ) with an initial 
altitude of about 450 km. Its payload included an Over-
hauser scalar magnetometer at the end of a 4-m boom, 
as well as a fluxgate vector magnetometer and two star 
cameras, mounted on an optical bench and situated 
half-way along the boom (Reigber et al. 2002). The scalar 
magnetometer was used to perform daily absolute cali-
brations of the fluxgate instrument. CHAMP provided 
scientific-quality geomagnetic observations for 10 years, 
decaying to about 250 km altitude, until it re-entered the 
atmosphere in September 2010.

The first DMSP satellite equipped with a triaxial 
fluxgate magnetometer, known as the special sen-
sor magnetometer (SSM), was Flight 7 (F-7), launched 
on 18 November 1983. However, the SSM instrument 
did not become a standard part of the DMSP payload 
until the launch of F-12 on 29 August 1994. The SSM 
sensors on F-7, F-12, F-13, and F-14 were mounted on 
the spacecraft body, but due to excessive noise from 
the spacecraft, these data were found to be unsuitable 
for studying signals originating in Earth’s core (Rich 
et  al. 2007). Therefore, starting with F-15 (launched 
12 December 1999), the SSM sensors were mounted 
on 5-m booms directed anti-radially from the space-
craft. F-16 (18 October 2003), F-17 (4 November 2006), 
and F-18 (18 October 2009) similarly contain boom-
mounted fluxgate magnetometers. DMSP spacecraft fly 
in polar near-circular orbits of about 840 km altitude 
and inclinations of 98.8◦ . The satellites are sun-syn-
chronous, and starting with DMSP F-10, the ascending 
node is in the dusk-evening local time sector (Rich et al. 
2007). While DMSP does carry some sensors onboard 
for attitude control, these data are unavailable to the 
scientific community, and so accurate attitude deter-
mination for DMSP is challenging (see "Attitude deter-
mination"). In the present study, we use data from the 
F-16, F-17, and F-18 boom-mounted SSM instruments.

Cryosat was launched on 8 April 2010 into a 92◦ 
inclination orbit with an altitude of about 720 km. Its 
primary payload consists of radar instrumentation to 
record ice elevation. It also carries three platform flux-
gate magnetometers, named FGM1, FGM2, and FGM3 
for attitude control. These magnetometers are mounted 
on the satellite body, and are therefore subject to signifi-
cant spacecraft fields and other noise. Cryosat is addi-
tionally equipped with three star cameras for attitude 
determination, although these cameras are not in prox-
imity to the fluxgate instruments. For this study, we use 
a Cryosat dataset which has been extensively corrected 
for magnetotorquer fields, temperature drift variations, 
and other effects, which are detailed in Olsen et  al. 
(2020).

The Swarm mission consists of three satellites (A, B, 
and C), launched on November 2013 into near-circular 
orbits. Swarm A and C fly in a side-by-side configura-
tion with an inclination of 87.4◦ and an initial altitude of 
about 460 km, while Swarm B flies in a higher orbit of 
about 530 km altitude and has an inclination of 88◦ . Each 
satellite has a 4-m long boom, at the end of which is a 
dual redundancy absolute scalar magnetometer (ASM) 
package, which features an optional vector mode (Léger 
et al. 2015). At the center of the boom is an optical bench 
containing a fluxgate vector magnetometer and three star 
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cameras for attitude determination (Friis-Christensen 
et  al. 2006; Merayo et  al. 2008). The ASM instruments 
are used to calibrate the fluxgate magnetometers. One 
of the redundant ASM instruments on Swarm C never 
switched on after launch, and the other ASM failed on 5 
November 2014, and so calibration of Swarm C’s fluxgate 
instrument with onboard absolute measurements is not 
possible after this date. For this study, we use only data 
from Swarm A and B.

Finally, the International Real-Time Magnetic Obser-
vatory Network (INTERMAGNET) is a global con-
sortium which promotes the operation of magnetic 
observatories. The consortium has also developed 
standards for data exchange, data processing, and qual-
ity control to ensure that the provided data meet the 
stringent standards required for geomagnetic research. 
Many ground observatories providing data today have 
been operating for decades, making them ideally suited 
to record signals originating in the core on long time-
scales. Modern observatories use fluxgate magnetom-
eters to record vector geomagnetic field observations, 
which are routinely calibrated against scalar proton 
precession magnetometers as well as theodolites (Love 
2008). In this study, we use a ground observatory data-
set prepared by the British Geological Survey following 
the methodology of Macmillan and Olsen (2013). This 
dataset relies heavily on INTERMAGNET stations, but 
also includes data from other ground observatories.

Figure 1 shows the altitude profiles of the satellites con-
sidered here. Note that the DMSP and Cryosat missions 
continue to the present but we have only processed data 
until 31 December 2016 for DMSP and 31 December 
2018 for Cryosat.

DMSP data processing
Ephemeris
DMSP satellites do not typically carry GPS receivers, and 
so their orbital positions are determined through radar 
tracking and orbital propagation. Measurements from 
the Space Surveillance Network (SSN) are fitted for each 
DMSP orbit to determine the six Keplerian elements and 
the ballistic coefficient. Orbital equations are then solved, 
which include effects of the Earth’s gravitation (Lem-
oine et al. 1998), Sun and moon gravitation, solar radia-
tion pressure, ocean tidal forces, and finally atmospheric 
drag. The atmospheric density model combines a modi-
fied Jacchia 1970 (Jacchia 1970) model with the US Air 
Force’s High Accuracy Satellite Drag Model (HASDM) 
(Storz et al. 2002), which processes trajectory data of 75 
to 80 calibration satellites to calculate global corrections 
to the thermospheric and exospheric neutral density. The 
accuracy of the DMSP ephemeris has been estimated to 
be 30 m at 1 standard deviation (B. Bowman, personal 
communication).

Fig. 1  Altitude evolution of the satellite missions used for this study. Solid curves are daily mean altitudes. Envelope curves are the daily minimum 
and maximum altitudes. Only one DMSP satellite is shown since the altitude profiles of the other two are nearly identical
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Attitude determination
Rich et  al. (2007) states that DMSP “attitude is main-
tained to within 0.01◦ of the local vertical-forward ori-
entation.” This is accomplished using a reaction wheel 
assembly, magneto-torquers, and a suite of instruments 
including star trackers, sun sensors, and horizon sen-
sors. The attitude sensor data are unavailable to the sci-
entific community, and so we will instead rely on the 
0.01◦ pointing accuracy specification to define a quasi-
spacecraft-fixed coordinate system from which we can 
rotate into an Earth-fixed geographic frame. The “verti-
cal-forward” orientation on DMSP is defined as a local 
vertical geodetic frame, which we call S to indicate it is 
the spacecraft frame. In this frame, the XS axis is a line 
from the spacecraft normal to the reference ellipsoid on 
the near side, which for DMSP is the WGS66 ellipsoid, 
having a mean equatorial radius of 6,378,145 m and an 
inverse flattening of 298.25 (Manuel Valenzuela, personal 
communication, 12 March 2019). The ZS axis is normal 
to both XS and the satellite velocity vector and is posi-
tive toward the sun. The YS axis completes the right hand 
set. Next we define basis vectors ŝ1, ŝ2, ŝ3 lying along the 
(XS ,YS , and ZS ) axes, respectively:

Here, êµ is an outward normal unit vector to the WGS66 
ellipsoid surface, pointing toward the satellite and v is 
the satellite velocity vector. This is similar to a local verti-
cal, local horizontal (LVLH) frame (Schaub and Junkins 
2009), except r̂ is replaced with êµ . The components of êµ 
in a desired frame can be determined by projecting the 
position vector of the satellite onto the ellipsoid along a 
normal to its surface. The location of the projected point 
on the ellipsoid surface can be determined by solving a 
system of three nonlinear equations which are detailed 
in Feltens (2009) and Ligas (2012). We solve the “Case 
3” set of equations described by Ligas (2012, Eqs. 17) in 
the usual Cartesian Earth Centered Earth Fixed (ECEF) 
frame, using Newton’s method to determine the pro-
jected point for any given satellite position vector. The 
ECEF coordinates of the projected point can be used to 
calculate êµ , using for example Ligas (2012, Eq. 7). With 
êµ and thus ŝ1 determined, the remaining two basis vec-
tors can be readily computed using the velocity vector 
and Eqs. (2), (3).

The attitude control system on DMSP attempts to keep 
the satellite body within 0.01◦ of the frame S we have 

(1)ŝ1 = −êµ geodetic downward

(2)ŝ2 = ŝ3 × ŝ1 velocity direction

(3)ŝ3 =
ŝ1 × v

∣

∣

∣

∣ŝ1 × v
∣

∣

∣

∣

orbit normal

defined above, but ultimately we are interested in the 
orientation of the fluxgate magnetometer instrument, 
which is located on a 5-m boom. The fluxgate axes are 
mechanically aligned to be within 0.5◦ of the spacecraft-
fixed axes ŝ1, ŝ2, ŝ3 (Rich et  al. 2007). Later during the 
model inversion, we will solve for a slow time-varying 
set of rotation parameters which bring the fluxgate axes 
into alignment with the S frame. Allowing these param-
eters to vary slowly in time can help account for seasonal 
thermal effects and mechanical noise. It is likely that the 
alignment between the fluxgate frame and S experiences 
more rapid temporal variations due to boom twisting, 
boom oscillations, and solar heating, but a treatment of 
these effects is beyond the scope of this study (see Miller 
and Sexton (2001) for a more detailed discussion of these 
phenomena).

It remains to define a rotation matrix from the S frame 
to a local Earth-fixed North-East-Center (NEC) frame at 
each point along the satellite orbit, since the NEC frame 
is more convenient for expressing the equations repre-
senting the geomagnetic field. In the following, we will 
adopt the notation convention RB

A
 to denote a rotation 

matrix which rotates a vector from components with 
respect to frame A to components with respect to the 
frame B . We therefore seek the matrix R NEC

S
 which we 

will construct in two steps. Since both S and NEC are 
non-inertial, it is useful to rotate first from the spacecraft 
frame to a quasi-inertial frame, such as Earth Centered 
Inertial (ECI) [also known as Geocentric Equatorial Iner-
tial (GEI) (Hapgood 1992)], and then to perform a second 
rotation from ECI to NEC:

The matrix R ECI
S

 can be written simply as

where the column vectors ŝi are expressed with respect to 
ECI components. The matrix R NEC

ECI  can be written as

where R ECEF
ECI  requires a single rotation by the Green-

wich sidereal angle about the Earth’s rotation axis 
[see Hapgood (1992,  Eq.  2) or Schaub and Junkins 
(2009, Eq. 9.42)], and R NEC

ECEF is the standard transforma-
tion from ECEF Cartesian coordinates to NEC, which is 
simply a permutation of spherical coordinates.

Data cleaning
While later DMSP missions with boom-mounted mag-
netic sensors benefited from significantly reduced 

(4)R NEC
S

= R NEC
ECI R ECI

S
.

(5)R ECI
S

=
(

ŝ1 ŝ2 ŝ3
)

(6)R NEC
ECI = R NEC

ECEF R
ECEF
ECI ,
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spacecraft noise, the magnetic data from these missions 
still contain significant signals of non-geophysical origin, 
primarily due to onboard systems, such as solar panels, 
heaters, and magnetotorquers. Unfortunately, the house-
keeping data related to these systems are unavailable to 
the community, and so we adopt an empirical approach 
to identify and correct these spacecraft-generated signals.

Figure 2 (top panel) shows two orbits of the residual X 
component (geodetic vertical) recorded by DMSP F-17 
on 28 March 2012. Here, the CHAOS-6-x9 (Finlay et al. 
2016) core field model using spherical harmonic degrees 
1 to 15 was rotated into the S frame using the transfor-
mation described in "Attitude determination" and then 
subtracted from the measurements. Level shifts on the 
order of 30 nT are readily visible in this field compo-
nent, which are likely due to the magnetotorquer coils 
(Rich 1984). These level shifts, if left uncorrected, would 
have adverse effects on the instrument calibration, and 
so we developed a two-step methodology to (1) identify 
and (2) correct these shifts. There are numerous ways to 
approach the problem of detecting and correcting level 
shifts of the type shown in Fig. 2 (top panel). One could 
use a spectral method, transforming the residual time 
series into the frequency domain, applying a low-pass 
filter, and transforming back to the time domain. Such 
a method would potentially modify samples in the time 
series which are not directly part of a level shift. We pre-
fer a more minimalist approach, modifying as few meas-
urements as possible to obtain a clean time series free 

of spacecraft fields. Our algorithms for the two steps are 
detailed below.

Level shift detection
To detect level shifts in the magnetometer time series, 
we follow the moving window approach detailed in Fried 
(2007) with some modifications. Given a discrete time 
series yj = y(tj), j = 1, . . . , n , we define a window around 
the ith sample:

where H and J are non-negative integers specifying 
the number of samples to include before and after the 
sample i, respectively. The total size of the window is 
K = H + J + 1 . We assume that an ideal shift (Fried 
2007,  Eq.  2) occurs between two adjacent samples at 
times ti and ti+1 , and test whether the difference between 
two level estimates (one looking backward from sample i 
and the other looking forward from sample i + 1 ) is sta-
tistically significant. Specifically, we test

where

(7)W
H ,J
i =

{

yi−H , . . . , yi, . . . , yi+J

}

(8)
∣

∣ŷ−i − ŷ+i+1

∣

∣

τ̂i
> α

(9)ŷ−i = median
(

WH ,0
i

)

Fig. 2  Top: example X residual from DMSP F-17 in instrument frame. Bottom: test statistic (green), level shift detections (blue triangles), and 
corrected residual (red)
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α is a threshold to define a significant level shift, σ̂ 2
i  is 

an estimate of the variance of the combined window 
W

H ,J
i = WH ,0

i ∪W
0,J
i+1 (see below), and τ̂i is a standardi-

zation so that the test statistic is asymptotically normal 
under the null hypothesis. We use window medians 
instead of arithmetic means to make the level estimates 
ŷ−i , ŷ

+
i+1 robust to outliers which occasionally occur in 

our magnetic sensor time series. To estimate the vari-
ance σ̂ 2

i  , we use the Qn statistic (Croux and Rousseeuw 
1992; Rousseeuw and Croux 1992) which is also robust 
to outliers and attains a high statistical efficiency of 82%. 
We found Qn to produce more accurate results on small 
window sizes compared with alternative robust-scale 
estimates, such as the median absolute deviation (MAD) 
due to its higher efficiency. To avoid problems with the 
two windows containing different levels, we first remove 
the level estimates ŷ−i , ŷ

+
i+1 from their respective windows 

prior to calculating the variance, so that

Estimating the dispersion from the combined windows 
in this manner assumes that the variances of both win-
dows are identical, i.e., the application of the magneto-
torquer signal does not change the noise characteristics 
of the observed signal. Based on inspection of the DMSP 
SSM data, we found no discernable changes in the signal 
noise after a level shift. For signals where level shifts pro-
duce known changes in the variance, more sophisticated 
methods can be used to estimate τ̂i (Fried 2007).

We apply the procedure described above to each of 
the three 1 Hz magnetic sensor residual time series in 
the S frame, after removing the CHAOS-6-x9 core 
field model from each vector component. We choose 
H = J = 10 to define the moving window, and truncate 
the window as the signal endpoints are approached. We 
choose α = 10 to define the test criteria in Eq. (8), and 
further require 

∣

∣ŷ−i − ŷ+i+1

∣

∣ > 5 nT to attempt to reduce 
false-positives. All samples i which pass the test crite-
ria are flagged as potential level shifts to be analyzed 

(10)ŷ+i+1 = median
(

W
0,J
i+1

)

(11)τ̂i =

√

π

2
σ̂ 2
i

(

1

H
+

1

J

)

,

(12)σ̂i = Qn

({

WH ,0
i − ŷ−i

}

∪
{

W
0,J
i+1 − ŷ+i+1

})

.

in the second correction step. Figure 2 (bottom panel) 
plots the test statistic [left-hand side of Eq. (8)] in green 
for the same time series shown in the top panel. We see 
that all level shifts in this example produce a large value 
of the test statistic which can easily be flagged using the 
chosen threshold value α . There are additionally some 
false-positives, for example around 05:00 UT, which 
are caused by rapid field changes at high latitudes due 
to the polar ionospheric current system. While these 
features are flagged in the detection stage, we perform 
additional tests in the correction stage designed to pre-
vent modification of the signal during these false-posi-
tive events.

Level shift correction
As discussed in the previous section, the shift detec-
tion algorithm can suffer from false-positives in regions 
where the signal is changing rapidly (particularly at 
high latitudes). However, the level shifts of interest are 
due to torquer coils and other instruments switching 
on for brief periods of time, manifesting as a square-
wave type feature in the time series. In some cases, 
multiple instruments can switch on during the same 
time period, leading to multiple level shifts of differ-
ent magnitudes. For the majority of the time, we could 
search for two level shifts of opposite sign and roughly 
equal in magnitude, occurring within some allowed 
time interval. To allow for multiple shifts, we designed 
a correction algorithm based on a double-ended queue 
(deque) data structure.

Algorithm  1 presents the level shift correction, 
which proceeds by looping through all potential shift 
candidates identified in the first step. For each can-
didate, the queue is first emptied of all previous can-
didates which have fallen outside of some prescribed 
time window. Then, the sum of all level shifts still in 
the queue is compared with the shift of the current 
candidate, to determine if the sequence of level shifts 
has returned to the signal baseline (see Algorithm  2). 
If so, all elements of the queue are flagged as belong-
ing to the same sequence of level shifts, and appropri-
ate offsets are added to the time series to bring it down 
to the signal baseline, after which they are removed 
from the queue. If the current shift candidate does not 
match the other elements of the queue, it is appended 
to the front of the queue and the search continues. The 
level shifts detected with this algorithm are shown as 
blue triangles in Fig.  2 (bottom panel). The corrected 
data are shown in red, overlaying the original data. 
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Algorithm 1 Level Shift Correction algorithm
1: procedure ShiftCorrect(t,x,ishift)
2: for i = 1, . . . , n do
3: if ishift(i) is TRUE then � level shift detected at xi

4: δi := ŷ+i+1 − ŷ−i � difference of window medians
5: while DEQUE is not empty do � purge old samples from DEQUE
6: tj ← PeekBack ( DEQUE ) � timestamp of oldest sample in DEQUE
7: if |ti − tj | > δtmax then � check time difference
8: PopBack ( DEQUE ) � remove oldest sample from DEQUE
9: end if
10: end while
11: nshift := ShiftDetect ( δi, DEQUE )
12: if nshift > 0 then � detected at least one shift
13: offset := δi � offset between shifted data and baseline
14: for k = 1, . . . ,nshift do � loop over detected shifts
15: {j, tj , δj} ← PopFront ( DEQUE )
16: [xj+1, . . . , xi] := [xj+1, . . . , xi]− offset � subtract offset from shifted data
17: offset := offset + δj � update current offset
18: end for
19: else
20: PushFront ( {i, ti, δi}, DEQUE ) � add sample to front of DEQUE
21: end if
22: end if
23: end for
24: end procedure

Algorithm 2 Level Shift Detection algorithm
1: procedure ShiftDetect(δ, DEQUE)
2: nshift := 0 � number of complete shifts detected
3: sum := 0 � cumulative sum of previous shifts
4: n := #DEQUE � number of elements in deque
5: for j = 1, . . . , n do � loop over deque elements
6: δj ← Peek ( DEQUE, j ) � shift size of deque element j
7: sum := sum + δj � add current shift to running sum
8: if sign(sum) �= sign(δ) then � sum of previous shifts is opposite sign of current shift

9: η :=
∣∣∣ δ+sum

δ

∣∣∣ � relative error between current and previous shift magnitudes
10: if η < 0.1 then � check relative error is below a threshold
11: nshift := �j complete shift (or multiple shifts) detected
12: break � break out of loop and return
13: end if
14: end if
15: end for
16: return nshift
17: end procedure

Data selection and preprocessing

Satellite data
Our combined dataset of CHAMP, DMSP, Cryosat, and 
Swarm observations is sub-sampled to a rate of 1 sample 
per 60 s. For each satellite orbit, we divide the data into 
half-orbital sections, spanning from the north to south 
pole, or vice versa. We will refer to these half-orbital sec-
tions as tracks. For each track, we compute a root-mean-
square (rms) difference with respect to spherical harmonic 

degrees 1 to 15 of the CHAOS-6-x9 core field model (Finlay 
et al. 2016) for each vector component as well as the total 
field component. Tracks whose rms difference exceeds 200 
nT in any component are rejected. This procedure helps to 
remove anomalous data recorded during satellite maneu-
vers. We further select data for geomagnetically quiet 
periods using the Kp index and the RC index (Olsen et al. 
2014), which tracks the strength of the magnetospheric 
ring current. We use the following criteria:
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•	 Kp index does not exceed 2 from a time period start-
ing 2  h before the track start time to the track end 
time.

•	 The temporal change of the RC index |dRC/dt| does 
not exceed 3 nT/h from 3 h prior to the track start 
time to the track end time.

We additionally attempt to minimize perturbations due 
to the ionospheric field using local time criteria at low 
and mid latitudes and the solar zenith angle at high lati-
tudes. These criteria are applied only to CHAMP and 
Swarm data, since we found the calibration parameters 
for DMSP and Cryosat are more robustly estimated when 
using both ascending and descending orbits. For CHAMP 
and Swarm, we use the following criteria:

•	 For quasi-dipole (QD) (Richmond 1995) latitudes 
equatorward of ±55◦ , the track’s local time of 
ascending or descending node is between midnight 
and 05:00.

•	 For QD latitudes poleward of ±55◦ , the sun must be 
at least 10◦ below the horizon, according to the solar 
zenith angle.

DMSP satellites are sun-synchronous in near dawn–dusk 
orbits, and due to their higher altitude we expect minimal 
ionospheric signals at low and mid latitudes. Therefore, 
we perform no local time selection for DMSP. Cryosat 
drifts in local time, so it can record equatorial electrojet 
signals of a few tens of nT on the dayside. To mitigate 
this, we discard Cryosat data between ±20◦ QD latitude 
from 06:00 to 18:00 local time. The remaining mid-lati-
tude Cryosat data could contain signals from the Sq cur-
rent system (both primary and induced), but we expect 
these signals to be on the order of a few nT at Cryosat 
altitude, and we ignore them for this study. Finally, for 
CHAMP and Swarm vector measurements, we use only 
data for which two star cameras were available to pro-
vide attitude information. We use both vector and scalar 
measurements at mid and low latitudes (equatorward of 
±55◦ QD latitude). Poleward of ±55◦ QD latitude, we use 
only scalar data to attempt to minimize signals due to 
field-aligned currents in the polar regions. Figure 3 shows 
temporal histograms of the vector and scalar measure-
ments from each satellite after data selection.

Fig. 3  Top: total number of satellite and ground observatory vector measurements (stacked histogram) as a function of time after data selection. 
Bottom: total number of satellite scalar measurements (stacked histogram) as a function of time after data selection



Page 10 of 32Alken et al. Earth, Planets and Space           (2020) 72:49 

Observatory data
We also process measurements from the global mag-
netic observatory network, both to add calibrated data 
during the gap period and also to validate our results. 
While geomagnetic observatories record the full mag-
netic field vector, these measurements contain a signif-
icant contribution from local crustal anomalies, which 
can be challenging to determine accurately, and satel-
lite-based crustal models do not contain the required 
spatial resolution to correctly remove these “crustal 
biases”. We therefore opt to calculate time series of sec-
ular variation as determined from magnetic recordings 
by the ground observatory network. Ground obser-
vatories are ideally suited to measure secular changes 
in the geomagnetic field, since they record long time 
series at a fixed location, so we can easily compare 
measurements at two different times to estimate a lin-
ear change in the field. Since the local crustal anoma-
lies are assumed to remain fixed on our timescales 
of interest, they can be easily removed by subtract-
ing measurements from different times. Our method 
of calculating secular variation time series from the 
ground observatory network is as follows. We start 
from the observatory dataset of hourly means provided 
by Macmillan and Olsen (2013), version 0121. We use 

Co‑estimation of internal field and calibration 
parameters
Most previous work on geomagnetic core field mode-
ling has used a two-step approach: (1) calibrate satel-
lite fluxgate magnetometer instruments using scalar 
reference values provided by another onboard instru-
ment (Lancaster et al. 1980; Mandea et al. 2010; Olsen 
et  al. 2003; Tøffner-Clausen et  al. 2016), or using an a 
priori core field model (Alken et al. 2014; Langel et al. 
1997; Sabaka et al. 1997), and then (2) fit internal core 
field parameters to the calibrated dataset (Finlay et  al. 
2016; Lesur et  al. 2008; Maus et  al. 2010; Olsen et  al. 
2014; Sabaka et  al. 2004, 2015, 2018; Thébault et  al. 
2015a, and references therein). Our new approach is to 
combine these two steps into a single co-estimation of 
both the core field parameters and calibration param-
eters. In the sections which follow, we discuss each set 
of parameters and the least-squares procedure used to 
perform the co-estimation.

Internal field parameterization
We describe the geomagnetic field originating in Earth’s 
core and lithosphere using a scalar potential V of inter-
nal origin,

where r, θ ,φ are the geocentric radius, co-latitude, and 
longitude, respectively, a = 6371.2 km is a reference 
radius, g̃mn (t), h̃mn (t) are the Gauss coefficient time series, 
Pm
n (cos θ) are the Schmidt-normalized associated Leg-

endre functions (Schmidt 1917; Winch et al. 2005), and N 
is an integer specifying the truncation level of the series 
expansion. This expression can be written compactly by 
making the definitions

so that

with

(14)V (r, θ ,φ, t) = a

N
∑

n=1

n
∑

m=0

(a

r

)n+1(

g̃mn (t) cosmφ + h̃mn (t) sinmφ

)

Pm
n (cos θ),

(15)gmn (t) =

{

g̃mn (t), m ≥ 0

h̃
|m|
n (t), m < 0

(16)Smn (θ ,φ) =

{

cos (mφ)Pm
n (cos θ), m ≥ 0

sin (|m|φ)P
|m|
n (cos θ), m < 0

(17)V (r, θ ,φ, t) =

N
∑

n=1

n
∑

m=−n

gmn (t)Vm
n (r, θ ,φ)

only hourly values between 01:00 A.M. and 05:00 A.M. 
local time to minimize ionospheric field contributions, 
and discard data for which |dRC/dt| > 4 nT/h to avoid 
storm periods. Daily means are then computed from 
the hourly mean values remaining for each day. We 
then estimate the secular variation at a given time t (in 
nT/year) as

where B̄(t) is the daily mean value for time t. If a daily 
mean value is not available for ±6 months from the day 
of interest, due to our data selection criteria, we do not 
compute a secular variation for that day. The tempo-
ral histogram of secular variation data derived from the 
ground observatories is shown in Fig. 3 (top panel).

(13)
dB(t)

dt
≈ B̄(t + 6 months)− B̄(t − 6 months)
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The corresponding magnetic field B = −∇V  is then

where Bm
n = −∇Vm

n ,

The Gauss coefficients gmn (t) describe both the spa-
tial structure and temporal evolution of the internal 
geomagnetic field. Of particular interest in our study 
is the secular acceleration of the core field, which is 
given by the second time derivative of the field vector, 
∂2t B(r, θ ,φ, t) . Predicting the temporal evolution of the 
core field, even for short periods of time, is a challeng-
ing task and beyond the scope of this study. Therefore, we 
use a generic parameterization in terms of basis splines 
(B-splines) (De Boor 2001) to model each Gauss coeffi-
cient. A commonly used alternative defines a low-degree 
Taylor series expansion of each Gauss coefficient about 
the time period midpoint (Alken et al. 2014, 2015; Chul-
liat and Maus 2014; Chulliat et al. 2015; Maus et al. 2006, 
2010), but this typically works best when modeling the 
core field during time intervals of a few years or less. In 
the present study, we include data recorded by CHAMP, 
DMSP, Cryosat, Swarm, and ground observatories span-
ning 20 years, for which a spline-based approach is more 
appropriate for tracking temporal changes in the field. 
To capture the salient features of the secular accelera-
tion, we choose to use cubic B-splines between uniform 
knots separated by 6 months to represent g̈mn (t) , which 
have proven successful in previous modeling efforts (Fin-
lay et al. 2015, 2016; Olsen et al. 2014). Cubic splines for 
the second time derivatives require fifth degree polyno-
mials (order 6 B-splines) for the Gauss coefficients gmn (t) . 
Therefore, we have

where Ni,k(t) are the normalized B-spline basis func-
tions of order k = 6 (De Boor 2001), and gmn,i are the 
spline coefficients (also known as control points), which 
will be determined by inverting the observations. The 

(18)Vm
n (r, θ ,φ) = a

(a

r

)n+1
Smn (θ ,φ).

(19)B(r, θ ,φ, t) =

N
∑

n=1

n
∑

m=−n

gmn (t)Bm
n (r, θ ,φ)

(20)





Bm
n,r

Bm
n,θ

Bm
n,φ



 =
�a

r

�n+2





(n+ 1)Smn (θ ,φ)
−∂θS

m
n (θ ,φ)

−∂φS
m
n (θ ,φ)



 .

(21)gmn (t) =
∑

i

gmn,iNi,k(t)

functions Ni,k(t) additionally depend on a knot vector 
which defines the interface between each piecewise poly-
nomial used to construct the spline. The knot vector can 
be used to change continuity conditions on the spline, as 
well as define periodicity. In this work, we use open uni-
form knot vectors, which feature uniformly spaced sim-
ple knots, so that the spline is continuous to order k − 1 . 
The number of coefficients gmn,i depends on the spline 
order and the number of knots spanning the time interval 
of interest.

Alignment
Vector fluxgate magnetometers (VFMs) carried onboard 
satellites record magnetic field measurements along 
the fluxgate instrument axes. We will refer to measure-
ments in the instrument frame as BVFM . However, satel-
lite orientation data collected by star cameras or other 
attitude sensors are typically referenced to another coor-
dinate frame, which we will call the common reference 
frame (CRF). Therefore, we must account for a rotation 
between the VFM and CRF frames,

Here, the rotation matrix depends on a set of alignment 
parameters α(t) which are permitted to change slowly 
in time to account for thermal variations and mechani-
cal noise. Alignment parameters have been routinely co-
estimated with internal geomagnetic field models from 
the Magsat era to the present (Finlay et al. 2016; Langel 
et al. 1981; Olsen et al. 2000; Rother et al. 2013; Sabaka 
et al. 2004). There exist numerous ways to parameterize 
an arbitrary rotation matrix in three dimensions (Schaub 
and Junkins 2009, Ch. 3). We choose a 1-2-3 Euler angle 
representation for all satellites, so that the matrices 
RCRF
VFM(α(t)) can be written in the form

with

(22)BCRF = RCRF
VFM(α(t))BVFM.

(23)R3(α3(t))R2(α2(t))R1(α1(t))

(24)R1(α) =





1 0 0
0 cosα − sin α
0 sin α cosα





(25)R2(α) =





cosα 0 sin α
0 1 0

− sin α 0 cosα




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We use order k = 4 (cubic) B-splines to define the time 
variation of the alignment parameters,

where the B-splines Nj,k(t) are defined with 30-day uni-
form knots. A set of alignment coefficients αj is estimated 
individually for the CHAMP and Swarm satellites. For 
DMSP and Cryosat, the alignment parameters are com-
bined with the calibration parameters (see "Fluxgate cali-
bration"). The number of coefficients αj depends on the 
time span of each satellite dataset.

Fluxgate calibration
We adopt the approach of Olsen et  al. (2003) to define 
the calibration of the fluxgate magnetometer instruments 
onboard the DMSP and Cryosat satellites. We assume 
that these vector fluxgate magnetometers have a linear 
response to the background field, so that the magnetic 
field vector in physical units in the instrument frame, 
BVFM, is related to the raw instrument output vector in 
engineering units (eu), EVFM, as

where o = (o1, o2, o3)
T is a vector of offsets (in eu), 

S = diag(s1, s2, s3) a diagonal matrix of scale factors (nT/
eu), and

 is a matrix which maps a vector from the orthogonal 
magnetic axes coordinate system to the non-orthogonal 
magnetic sensor axes coordinate system. Alternative for-
mulations of this transformation can be found in Langel 
et al. (1997) and Merayo et al. (2000). The 9 parameters 
si, oi,ui, i = 1, 2, 3 completely determine the response of a 
linear magnetometer; however, estimating the individual 

(26)R3(α) =





cosα − sin α 0
sin α cosα 0
0 0 1



 .

(27)α(t) =
∑

j

αjNj,k(t)

(28)BVFM = P−1S
(

EVFM − o
)

(29)

P =





1 0 0
− sin u1 cosu1 0

sin u2 sin u3
�

1− sin2 u2 − sin2 u3





scales, offsets and non-orthogonalities in Eq. (28) would 
require a nonlinear estimation approach. If instead we 
complete the rotation into the CRF frame,

and define a matrix M(m) = RCRF
VFM(α)P−1(u)S(s) , then 

the vector BCRF becomes a linear transformation of the 
raw measurement vector EVFM (Olsen et al. 2020),

where β = M(m)o and

The matrix elements mij depend nonlinearly on the 
scales, non-orthogonalities, and alignment parameters; 
however, these can be easily extracted by performing a 
QL factorization of the matrix M(m) , identifying the Q 
factor with RCRF

VFM(α) and the L factor with P−1(u)S(s).
The calibration parameters can change in time due to 

temperature variations and other effects such as mechani-
cal noise. In addition, when co-estimating these parameters 
along with the geomagnetic field, unmodeled sources could 
contaminate the calibration parameters and introduce 
additional time dependencies. To allow for time variations 
in these parameters, we again use B-splines,

where i, j = 1, 2, 3 and l is summed over the number of 
coefficients of each spline. For these calibration splines, 
we use order k = 4 corresponding to cubic polynomials 
between adjacent knots. We also chose uniform knots 
with 30-day intervals. This knot spacing allows us to 
track seasonal variations in the calibration parameters. 
There are likely to be variations in the calibration param-
eters on orbital time periods due to day/night differences; 
however, these are ignored in the present study.

Co‑estimation approach
The Gauss coefficients representing the internal core 
field are co-estimated with the alignment and fluxgate 

(30)
BCRF = RCRF

VFM(α)BVFM = RCRF
VFM(α)P−1(u)S(s)

(

EVFM − o
)

(31)BCRF = M(m)EVFM − β

(32)M(m) =





m11 m12 m13

m21 m22 m23

m31 m32 m33



 .

(33)mij(t) =
∑

l

mijlNl,k(t)

(34)βi(t) =
∑

l

βilNl,k(t)
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calibration parameters using a least-squares minimiza-
tion approach. The least-squares residuals are defined 
with respect to a model vector representing geomagnetic 
field sources defined as

where Bext(r, t) is the CHAOS-6 model of the magneto-
spheric ring and tail current sources and their induced 
counterparts (Finlay et  al. 2016; Olsen et  al. 2014) and 
Bint(r, t; g) contains the internal (core and lithospheric) 
geomagnetic field sources, as given in Eqs.  (19), (20), 
parameterized by a set of Gauss coefficients g . We allow 
the Gauss coefficients gmn (t) to vary in time up to spheri-
cal harmonic degree and order 15 to capture the time 
variations of the core field, after which they are restricted 
to be static to represent the lithospheric field. Therefore, 
we have

The time dependence of gmn (t) is parameterized with 
B-splines as described in Eq.  (21) and surrounding text. 
We choose N = 50 as the upper spherical harmonic 
degree for the static internal field primarily due to lith-
ospheric sources. Including the CHAOS-6 magneto-
spheric field model, Bext(r, t) in Eq.  (35) is equivalent to 
removing this from the magnetic measurements prior 
to the model fitting. This model was constructed from 
a combined dataset of CHAMP, Ørsted, Swarm, and 
ground observatory measurements (Finlay et  al. 2016; 
Olsen et al. 2014) which covers our time period of inter-
est, and so we have not attempted to co-estimate a model 

(35)Bmodel(r, t; g) = Bint(r, t; g)+ Bext(r, t)

(36)

Bint(r, t; g) =

15
∑

n=1

n
∑

m=−n

gmn (t)Bm
n (r)+

N
∑

n=16

n
∑

m=−n

gmn Bm
n (r).

of magnetospheric sources in this study. Due to the inclu-
sion of Ørsted data, we believe this model provides valid 
estimates of the magnetospheric and induced sources at 
Cryosat and DMSP altitudes. With the geomagnetic field 
model vector defined, we can now present the residuals 
to be minimized in the least-squares problem. There are 
five classes of residuals: 

ǫ	� Vector residuals for previously calibrated measure-
ments (CHAMP/Swarm)

ξ	� Vector residuals for uncalibrated measurements 
(Cryosat/DMSP)

δ	� Vector residuals for secular variation time series 
recorded by observatories

κ	� Scalar residuals for previously calibrated measure-
ments (CHAMP/Swarm)

ψ	� Scalar residuals for uncalibrated measurements 
(Cryosat/DMSP)

 These residuals are defined as

(37)
ǫi = R NEC

CRF RCRF
VFM(α(ti))B

VFM
i − Bmodel(ri, ti; g),

(38)
ξ i = R NEC

CRF

[

M(m(ti))E
VFM
i − β(ti)

]

− Bmodel(ri, ti; g)

(39)δi = Ḃi − Ḃmodel(ri, ti; g),

(40)κi = Fi −
∣

∣

∣

∣

∣

∣
Bmodel(ri, ti; g)

∣

∣

∣

∣

∣

∣
,

(41)
ψi =

∣

∣

∣

∣

∣

∣
M(m(ti))E

VFM
i − β(ti)

∣

∣

∣

∣

∣

∣
−

∣

∣

∣

∣

∣

∣
Bmodel(ri, ti; g)

∣

∣

∣

∣

∣

∣
.

Table 1  Time periods, datasets used, and number of parameters for Models A through E

A B,C D E

Start date 2000-07-20 2000-07-20 2000-07-20 2009-01-01

End date 2019-12-31 2019-12-31 2019-12-31 2018-12-31

Datasets used

 CHAMP � � �

 Swarm � � �

 Cryosat � � �

 DMSP � � �

 Observatories �

Number of parameters

 time-dependent internal 10 965 10 965 10 965 6120

 static internal 2345 2345 2345 0

 alignment 2715 2715 855 1860

 calibration 5580 5580 0 5580

 total 21 605 21 605 14 165 13 560
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For CHAMP, Swarm, and Cryosat, the common refer-
ence frame is defined with respect to their star camera 
axes, and the matrices R NEC

CRF  which rotate from CRF to 
NEC are provided in the Level-1b data files. For DMSP, 
the CRF is the S frame defined in Eqs.  (1)–(3). For 
CHAMP and Swarm, BVFM

i  is the calibrated vector flux-
gate measurement made at location ri and time ti , while 
Fi is the corresponding scalar measurement made by the 
absolute scalar magnetometer instrument. For DMSP 
and Cryosat, EVFM

i  is the uncalibrated vector fluxgate 
measurement at (ri, ti) . For Cryosat, the vector EVFM

i  
has additionally been corrected for temperature effects, 
spacecraft fields, and magnetometer non-linearities, as 
detailed in Olsen et al. (2020). Ḃi is the secular variation 
measurement made from a ground observatory at (ri, ti) 
using the methodology described in "Observatory data".

The model parameter vector

to be determined consists of the coefficients of all time-
dependent Gauss splines gt for degrees 1 through 15, the 
time-independent Gauss coefficients gstatic for degrees 
16 through N, coefficients of the alignment splines for 
CHAMP and Swarm, α , and finally the coefficients for the 
calibration splines for DMSP and Cryosat, c = (m,β)T . 
These parameters are determined by minimizing the fol-
lowing least-squares penalty function,

where Nǫ ,Nξ ,Nδ ,Nκ ,Nψ are the numbers of residuals of 
each type, w(ǫ)

i ,w
(ξ)
i ,w

(δ)
i ,w

(κ)
i ,w

(ψ)
i  are weights assigned 

to each residual (see "Data weighting"), and � is a regu-
larization matrix. Further details on the model regulari-
zation are given in the following section.

Model regularization
We perform regularization of the model parameters to 
give preference to solutions with desired physical prop-
erties. With the exception of gstatic , all model parameters 
vary in time, and so we apply temporal smoothing to pre-
vent large and unphysical oscillations in their time series. 
Because all time variations are parameterized in terms 
of B-splines, we introduce the following B-spline Gram 

(42)x =







gt
gstatic
α
c







(43)

χ2 =

Nǫ
∑

i=1

w
(ǫ)
i ||ǫi||

2 +

Nξ
∑

i=1

w
(ξ)
i

∣

∣

∣

∣ξ i
∣

∣

∣

∣

2
+

Nδ
∑

i=1

w
(δ)
i ||δi||

2

+

Nκ
∑

i=1

w
(κ)
i κ2i +

Nψ
∑

i=1

w
(ψ)
i ψ2

i + xT�x

matrix, which will appear in the temporal regularization 
terms,

In most cases, we will compute the integrals over the full 
support of the B-spline basis Ni,k(t) so that ta, tb corre-
spond to the minimum and maximum knot, respectively, 
and use the notation G(p)

ij  for simplicity. These matrices 
are square, symmetric, and banded, with lower band-
width k − 1 . Their size is equal to the number of control 
points (coefficients) on the B-spline basis. The matrix 
G(0) is additionally positive definite, but for p > 0 the 
matrices are indefinite. Since the Ni,k(t) are polynomials 
of degree k − 1 , the Gram matrix elements can be accu-
rately and efficiently computed with Gauss–Legendre 
quadrature.

The time-dependent internal field parameters gt are 
regularized by minimizing the squared third time deriva-
tive of Br averaged over the core mantle boundary (CMB) 
with geocentric radius c = 3485 km,

where S(c) is a spherical surface of radius c and [tmin, tmax] 
is the time span (in years) of the data used in the mod-
eling (see "Results and discussion" and Table 1). The spa-
tial integral over S(c) is based on the so-called minimum 
energy norm (Gubbins 1983). The time integral helps 
to ensure a smooth temporal variation in the core field 
Gauss coefficients. We additionally found when co-esti-
mating calibration scale factors and the time-dependent 
internal field, there were significant cross-correlations 
between the spherical harmonic degree 1 splines and 
scale factors (see "Results and discussion"). Therefore, we 
additionally minimize the dipole part of the squared sec-
ond time derivative of Br , averaged over the CMB, across 
the gap period,

where tgapmin = 19 September 2010 and tgapmax = 22 Novem-
ber 2013. It can be shown (details omitted) that the 
regularization terms Eqs. (45) and (46) can be written as 
gTt �tgt , with
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Here, ⊗ denotes the Kronecker product (Van Loan 2000), 
�3, �

gap
2  are regularization parameters, D is a diagonal 

matrix whose size is equal to the number of spherical 
harmonic coefficients parameterizing the time-depend-
ent internal field, and whose entries are

and Ddipole corresponds only to the dipole portion of D,

No regularization is applied to the static internal field 
coefficients gstatic.

The alignment parameter splines are regularized by 
minimizing an approximation to their curvature (the sec-
ond time derivative), integrated over the time period of 
interest,

where �t is the time span of the corresponding satellite 
(CHAMP or Swarm). Equation  50 can be written as 
αT�αα , where �α = diag

(

�
(1)
α ,�

(2)
α , . . .

)

 is a block diag-
onal matrix with one block per satellite fluxgate instru-
ment. Each satellite block has the form

We use the same regularization parameter for each align-
ment parameter α1,α2,α3 and also for all satellites, so 
that �2α1 = �

2
α2

= �
2
α3

.
Finally, the fluxgate calibration parameter splines are 

regularized in a manner similar to the alignment param-
eters by minimizing their curvature, integrated over the 
time interval. This is equivalent to minimizing the term 
cT�cc , where �c = diag

(

�
(1)
c ,�

(2)
c , . . .

)

 is block diago-
nal, with one block per Cryosat/DMSP instrument. Each 
satellite instrument has a block of the form

We use the same regularization parameter �m for each 
matrix element spline and for all Cryosat/DMSP instru-
ments, and similarly for the offsets ( �β).
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The full regularization matrix is then given by

The regularization parameters �3, �
gap
2 , �α1 , �α2 , �α3 , �m , �β 

are chosen heuristically to prevent large and unphysical 
oscillations in the time series of the model parameters.

Data Weighting
The data weights appearing in Eq.  (43) are a product of 
three factors: 

w(s)	� spatial factor to achieve a uniform weighting over 
all latitudes and longitudes

w(d)	� dataset factor to account for the relative quality of 
different data sources

w(r)	� a robust weight designed to reduce the effect of 
outliers in the data

Since polar orbiting satellites sample the polar regions 
more frequently than low and mid latitudes, the factor w(s) 
attempts to assign larger weight to sparsely sampled (equa-
torial) regions and smaller weights to densely sampled 
(polar) regions. For the ground observatory network, this 
factor will assign larger weight to observatories in oceanic 
regions which are sparsely covered and lower weight to 
places like Europe and North America which have dense 
concentrations of ground observatories. To define spatial 
weights, we construct an equal area grid over Earth’s sur-
face, and count the number of data collected in each grid 
cell. The spatial weight of all data falling into a grid cell (i, j) 
is then defined to be proportional to the reciprical num-
ber of data in that cell, w(s)

ij ∝ ŵ
(s)
ij  with ŵ(s)

ij = 1/nij , where 
nij is the number of data in cell (i,  j). The proportionality 
constant is chosen so that the spatial weights sum to unity: 
w
(s)
ij = ŵ

(s)
ij /

∑

kl ŵ
(s)
kl .

The dataset-specific weight factors w(d) are used to 
account for the significantly higher noise characteristics 
of DMSP relative to the other satellites, due to its poorer 
attitude knowledge and larger spacecraft fields. We also use 
w(d) to assign higher weight to ground observations, since 
these are spatially scarcer than satellite measurements. 
For CHAMP, Swarm, and Cryosat, we select w(d) = 1 . For 
DMSP, we select w(d) = 0.1 , and finally for ground obser-
vatories we chose w(d) = 2.

The weights w(s) and w(d) are fixed once all the model 
data are known. The robust weights w(r) change during the 
course of the iterative least-squares procedure, since they 

(53)
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are designed to downweight large model outliers. These 
weights are discussed in more detail in "Least squares 
inversion".

Least‑squares inversion
The cost function in Eq. (43) is minimized using a Leven-
berg–Marquardt nonlinear least-squares approach, com-
bined with robust iterative re-weighting of the residuals 
to reduce the effect of outliers. We start with an initial 
guess where the core field parameters are set according 

a

b

Fig. 4  a Residual histograms for all satellites and field components used in Model A. b Residual histograms for ground observatory secular variation 
dataset used in Model A. Histograms are normalized to have unit area. Nonpolar histograms are calculated from residual data equatorward of 55◦ 
QD latitude, while polar histograms use residuals poleward of 55◦
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to the IGRF prediction (Thébault et  al. 2015b), the align-
ment parameters are set to zero, and the fluxgate calibra-
tion parameters are set to their ideal values (scale factors = 
1, offsets = 0, non-orthogonalities = 0). Then proceeding 
from this initial guess, we solve a trust region subproblem 
for each iteration k,

where ζ k is the total residual vector for iteration k, 
including vector residuals, scalar residuals, and regulari-
zation terms, J̃k = ∂ζ k/∂xk is the Jacobian matrix of the 
residuals and regularization terms, Wk is the data weight-
ing matrix, Ak = J̃ Tk Wk J̃k is an approximation to the 
Hessian matrix, µk is the Levenberg–Marquardt param-
eter, and δxk is the step direction. We use the notation J̃  
to distinguish from the Jacobian matrix of the residuals 
without regularization terms, J, which is discussed later 
in the "Resolution" section. The model parameter vector 
is updated according to xk+1 = xk + δxk , provided the 
new step δxk reduces the cost function χ2 . If a computed 
step does not reduce the cost function, it is rejected 
and the parameter µk is increased to reduce the size of 
the trust region. If the step does reduce the cost func-
tion, then it is accepted and µk is decreased to enlarge 
the trust region and take more ambitious steps in future 
iterations. The parameter µk is updated according to the 
procedure given in Nielsen (1999). For each iteration, we 
test for convergence by checking for a small step vec-
tor δxk . These “inner” Levenberg–Marquardt iterations 
are capped at a maximum of 10, since we also imple-
ment “outer” iterations based on iterative re-weighting 
of the residuals (Farquharson and Oldenburg 1998). For 
each outer iteration, we re-weight the residuals using 
Huber’s function (Huber 1996). This function assigns 
small weights to large residuals and large weights to small 
residuals, eventually ensuring that large outliers provide a 
negligible contribution to the final model parameters. We 
perform a total of 10 outer robust iterations.

(54)(Ak + µk I)δxk = −J̃ Tk Wkζ k

Results and discussion
We built five core field models, listed in Table  1, which 
utilized different combinations of datasets and regulari-
zation methods. Model A, spanning 20 July 2000 to 31 
December 2019, included measurements from CHAMP, 
Swarm A and B, DMSP F-16, F-17 and F-18, Cryosat 
FGM1, FGM2, and FGM3, and ground observatories. In 
this model, the CHAMP, Swarm, and observatory data-
sets have been calibrated previously against absolute 
magnetic field measurements, and therefore act as truth 
data to enable a robust estimation of the Cryosat/DMSP 
calibration parameters. Model A includes previously cali-
brated data during the entire time interval, completely 
covering the time spans of the Cryosat and DMSP data-
sets. Model A is regularized by minimizing the third time 
derivative of the radial field component averaged over the 
CMB ( �3 ), smoothing the alignment splines for CHAMP 
and Swarm ( �α1,2,3 ), and finally smoothing the calibra-
tion splines for Cryosat and DMSP ( �m , �β ). The values 
of these regularization parameters are given in Table  2. 
Figure  4 shows the Model A residual histograms (nor-
malized so that integrated area equals unity) for each 
dataset and magnetic field component. The CHAMP and 
Swarm vector and nonpolar scalar (F) residuals present 
tall narrow peaks centered on a zero mean, indicating the 
low noise and general superior quality of those datasets. 
The DMSP and Cryosat residuals exhibit broader peaks, 
indicating the higher noise level of these data and pos-
sible contamination by non-geophysical field sources. All 
satellites exhibit asymmetries in the polar scalar residu-
als, due to unmodeled ionospheric fields at high latitudes. 
The observatory nonpolar histograms show peaks with 
near-zero mean for the time derivatives of each of the 
magnetic field components. The dBθ /dt histogram exhib-
its a broader peak than dBr/dt, dBφ/dt , which is likely 
due to effects of the magnetospheric ring current which 
are not fully removed from the observatory measure-
ments. The ring current has the largest effect in the Bθ 
component at low latitudes and climatological models do 
not fully account for its variability. The observatory polar 
histograms exhibit broader peaks than their nonpolar 
counterparts, indicating the higher noise level at high-
latitudes due to ionospheric current systems and their 
induced fields which are not accounted for in our mod-
eling or pre-processing. The residual statistics for Model 
A are provided in Table 3.

Models B and C cover the same time interval as Model 
A, but use only satellite data, excluding the observatory 
dataset. They have the same number of model parame-
ters as Model A. These models were built to investigate 
the quality of the co-estimated calibration parameters 
of Cryosat and DMSP during the gap period between 
CHAMP and Swarm when previously calibrated truth 

Table 2  Regularization parameters used for  geomagnetic 
field models

Parameter Units Value Note

�3 year3 8 · 10−1

�
gap
2 year2 102 Models C, D, E only

�α1 = �α2 = �α3 nT · year2/deg 3 · 102 Not used for Model E

�m nT · year2 10−2 Not used for Model D

�β year2 10−2 Not used for Model D
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Table 3  Residual statistics (unweighted) for Model A

Dataset Component N mean (nT) σ (nT) rms (nT)

CHAMP Br 219 794 0.09 2.13 2.13

Bθ 219 794 0.25 3.56 3.57

Bφ 219 794 − 0.11 3.02 3.02

Fnonpolar 233 951 − 0.09 2.42 2.42

Fpolar 238 742 1.15 13.05 13.10

Swarm A Br 130 482 − 0.04 1.77 1.77

Bθ 130 482 0.24 4.15 4.16

Bφ 130 482 − 0.09 3.02 3.02

Fnonpolar 130 501 − 0.46 2.82 2.86

Fpolar 147 576 0.89 11.05 11.08

Swarm B Br 142 447 − 0.12 2.43 2.43

Bθ 142 447 − 0.71 4.77 4.82

Bφ 142 447 0.05 3.04 3.04

Fnonpolar 142 546 0.06 3.18 3.18

Fpolar 151 356 1.11 9.95 10.01

Cryosat FGM1 Br 116 222 − 0.06 5.06 5.06

Bθ 116 222 − 0.15 6.83 6.83

Bφ 116 222 − 0.05 4.95 4.95

Fnonpolar 116 222 0.76 5.33 5.39

Fpolar 87 369 0.88 8.88 8.92

Cryosat FGM2 Br 116 354 0.05 6.88 6.88

Bθ 116 354 0.05 6.61 6.61

Bφ 116 354 − 0.03 5.00 5.00

Fnonpolar 116 354 1.24 5.62 5.76

Fpolar 87 252 − 0.60 8.97 8.99

Cryosat FGM3 Br 116 206 0.05 5.18 5.18

Bθ 116 206 0.00 6.28 6.28

Bφ 116 206 − 0.08 5.38 5.38

Fnonpolar 116 206 1.33 5.06 5.23

Fpolar 87 107 1.01 9.02 9.08

DMSP F-16 Br 506 292 0.20 18.09 18.09

Bθ 506 292 − 1.07 26.28 26.30

Bφ 506 292 − 0.18 24.24 24.24

Fnonpolar 506 292 0.47 11.62 11.63

Fpolar 103 100 6.20 20.15 21.08

DMSP F-17 Br 509 820 0.20 9.52 9.53

Bθ 509 820 − 0.44 11.39 11.40

Bφ 509 820 0.03 8.93 8.93

Fnonpolar 509 820 0.34 7.88 7.89

Fpolar 104 601 − 6.55 16.32 17.58

DMSP F-18 Br 427 126 − 0.12 24.62 24.62

Bθ 427 126 − 0.22 12.42 12.43

Bφ 427 126 0.05 9.29 9.29

Fnonpolar 427 126 − 0.13 8.95 8.96

Fpolar 85 318 − 6.84 19.96 21.10
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data are not available. Model B uses exactly the same reg-
ularization approach as Model A, to ascertain whether 
the Cryosat and DMSP datasets can be calibrated dur-
ing the gap period without additional constraints. Fig-
ure  5 (top panel) shows the time series of the internal 
dipole Gauss coefficient g01 (t) for CHAOS-6-x9 (red), 
Model A (blue), and Model B (green). We find close 
agreement between CHAOS-6-x9 and Model A during 

the full time interval, with only small differences dur-
ing the gap period between CHAMP and Swarm, indi-
cated by the blue rectangular region in the figure (see 
also inset zoomed view). CHAOS-6-x9 relies entirely on 
observatory data during this gap period, while Model A 
uses both observatories and Cryosat/DMSP data, which 
could account for these small differences. Interestingly, 
the g01 (t) of Model B matches Model A closely during the 

Table 3  (continued)

Dataset Component N mean (nT/year) σ (nT/year) rms (nT/year)

Observatories Ḃr ,nonpolar
415 003 0.33 5.89 5.90

Ḃθ ,nonpolar
415 003 −0.31 7.80 7.80

Ḃφ,nonpolar
413 869 0.00 7.31 7.31

Ḃr ,polar
181 023 0.23 29.06 29.06

Ḃθ ,polar
181 023 0.07 26.93 26.93

Ḃφ,polar
181 023 −0.01 18.32 18.32

Fig. 5  Top panel: internal dipole g0
1
(t) time series for CHAOS-6-x9 (red), Model A (blue), Model B (green), and Model C (orange). Middle panel: 

Cryosat FGM1 scale factor s3(t) derived from CHAOS-6-x9 (red), Model A (blue), Model B (green), and Model C (orange). Bottom panel: DMSP F-16 
scale factor s1(t) derived from CHAOS-6-x9 (red), Model A (blue), Model B (green), and Model C (orange). Blue rectangular region indicates gap 
period between CHAMP and Swarm
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Fig. 6  Time series of (mean removed) fluxgate calibration parameters for Cryosat and DMSP derived from Model A. Left: scale factors, middle: 
offsets, right: non-orthogonality angles. The mean values which were subtracted are listed in Table 4

Table 4  Model A mean alignment and calibration parameters

CHAMP Swarm Swarm Cryosat Cryosat Cryosat DMSP DMSP DMSP
A B FGM1 FGM2 FGM3 F-16 F-17 F-18

α1(
◦) − 0.0526 11.8013 − 8.8854 − 15.6004 − 14.9344 − 173.8111 0.0092 0.0276 0.0570

α2(
◦) − 1.5785 − 76.1928 − 76.4269 1.0728 − 0.2546 0.0970 − 0.0772 − 0.0469 − 0.0228

α3(
◦) 0.4844 − 12.5700 9.1152 − 89.0165 − 89.2063 90.2506 0.0872 0.0628 0.1944

s1 0.9947 0.9952 0.9990 1.0002 1.0000 1.0001

s2 0.9952 0.9960 0.9946 1.0002 1.0004 1.0003

s3 0.9955 0.9965 0.9978 0.9999 0.9994 0.9995

o1 (nT) 5.28 77.77 116.08 2.11 0.38 − 3.69

o2 (nT) 166.35 − 16.16 − 28.86 0.57 − 1.20 − 4.80

o3 (nT) − 10.28 62.31 45.34 35.59 32.71 34.48

u1(
◦) 0.4521 − 0.2900 − 0.7429 − 0.0122 − 0.0089 − 0.0044

u2(
◦) 0.1952 0.0534 −  0.0415 0.0347 0.0256 0.0195

u3(
◦) − 0.3384 0.5020 0.0008 0.0151 0.0209 0.0258
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CHAMP and Swarm periods, but exhibits a deviation of 
several tens of nanoTeslas in the gap period. To inves-
tigate further, we present the time series of the Cryosat 
FGM1 scale factor s3(t) (middle panel) and DMSP F-16 
scale factor s1(t) (bottom panel). In these panels, the red 
curves are the result of performing a vector calibration 
of the respective satellite dataset against the CHAOS-
6-x9 model using the procedure detailed in the "Fluxgate 
calibration" section. The blue and green curves are the 
solutions obtained from our co-estimation approach for 
Models A and B. We find that the scale factors of Model 
A closely follow the independent CHAOS-6-x9 cali-
bration. The scale factors of Model B agree with Model 
A during the CHAMP and Swarm periods, but exhibits 
clear deviations of up to a tenth of 1% during the gap. A 
tenth of 1% error in the scale factors could easily translate 
into tens of nanoTesla errors in the dipole strength. We 
found that this error in the calibration parameters dur-
ing the gap period of Model B was restricted only to the 
scale factors; the offsets, non-orthogonalities, and align-
ment parameters (not shown) exhibited close agreement 
with Model A during the full time interval. We further 
inspected the time series of the other Gauss coefficients 
and found reasonable agreement between Models A and 
B, and so only the dipole term g01 (t) exhibits such a dis-
turbance during the gap period.

For Model A, the ground observatory dataset is act-
ing as a constraint on the dipole term through the gap 
period. However, to build forward-looking models using 

platform magnetometers in an era without a mission 
like Swarm, it may be necessary to use other strategies, 
in addition to observatory data. Many observatories take 
months, and sometimes years, to provide their data to 
INTERMAGNET. Also, to estimate secular variation at 
an observatory location, our method requires measure-
ments from 6 months past the day of interest. Therefore, 
we would like the ability to build geomagnetic field mod-
els from platform magnetometer data accounting for 
possible delays in the availability of ground observatory 
measurements. To prevent anomalous behavior in g01 (t) 
during periods without previously calibrated measure-
ments, we built Model C, which was calculated from 
exactly the same datasets as Model B, except we apply 
an additional regularization to minimize the second time 
derivative of the dipole part of Br averaged over the CMB 
during the gap period ( �gap2  ), as discussed in "Model regu-
larization". This constraint essentially forces the internal 
dipole terms g01 (t), g

1
1 (t), g

−1
1 (t) to follow a near-linear 

trend through the gap period, preventing the large devia-
tion seen in Model B. We believe this is justified since the 
dipole part of the field changes slowly on the timescales 
of interest here, and can be well approximated by a lin-
ear fit. The resulting Model C curve for g01 (t) is shown in 
Fig. 5 (top panel, orange). The zoomed inset view shows 
that Model C closely follows Model A and CHAOS-6-x9. 
The middle and bottom panels additionally demonstrate 
that the scale factors predicted by Model C agree remark-
ably well with Model A and CHAOS-6-x9. These results 

Fig. 7  Time series of (mean removed) alignment parameters, using the Euler angle 1-2-3 convention for Model A. The mean values which were 
removed are listed in Table 4
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show that the platform magnetometers on Cryosat and 
DMSP can be accurately calibrated using one of the fol-
lowing two methods: 

1	 Inclusion of previously calibrated data spanning the 
full calibration time interval (e.g., Model A).

2	 Specification of the internal dipole during the cali-
bration time interval, either through regularization 
constraints or an a priori model (e.g., Model C).

We built two additional models (D and E). Model D was 
built only from CHAMP and Swarm A/B data, using 
the �gap2  regularization, to test whether Cryosat and 
DMSP are in fact providing significant information on 

secular variation and acceleration during the gap years, 
or if regularization is playing a dominant role dur-
ing this time. Model E was built entirely from Cryosat 
and DMSP data, again using the �gap2  regularization, 
to investigate the necessity of using the CHAMP and 
Swarm datasets to achieve a robust estimation of the 
calibration parameters. Due to the higher altitudes of 
Cryosat and DMSP, we do not fit a static internal field 
to Model E. These models will be discussed further in 
the "Model validation" section.

 Figure 6 shows time series of the fluxgate magnetom-
eter calibration parameters, after removing their mean 
values, estimated from the three fluxgate instruments 
onboard Cryosat (top three rows) and the DMSP F-16, 

Fig. 8  Secular variation time series for five observatories (Kourou, Mbour, Ascension Island, Honolulu, and Hermanus) in black along with 
predictions from Model A in green and Model C in red. The blue shaded region indicates the gap period between CHAMP and Swarm
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F-17, and F-18 satellites (bottom three rows) for Model 
A. The mean values which were removed are listed in 
Table  4. The Cryosat FGM2 offset o3(t) exhibits large 
annual variations compared with FGM1 and FGM3. 
Also, the FGM2 non-orthogonality angle u2(t) shows 
several localized spike features which are not present 
in FGM1 or FGM3. We do not have an explanation for 
this, but we believe these features are related to the 
significantly larger σ in the Br component of FGM2 as 
seen in Table 3 compared with FGM1 and FGM3. The 
DMSP satellites exhibit larger variations in nearly all 
calibration parameters compared with Cryosat, which 
is indicative of the higher noise characteristics of the 
DMSP measurements. Nevertheless, our analysis of the 
relationship between the calibration and dipole solu-
tion g01 (t) as previously discussed indicates that both 
the DMSP and Cryosat calibration parameters are 
robustly estimated.

Figure  7 shows the alignment parameters computed 
to rotate the vector magnetic field measurement from 
the instrument (VFM) frame to the common reference 
frame. We use the Euler angle 1-2-3 convention for all 
satellites. The mean value of each Euler angle time series 
is removed prior to plotting. These mean values are pro-
vided in Table 4. Variations of the alignment parameters 
about their mean values can be caused by multiple phe-
nomena, such as thermal variations, mechanical noise, 

boom twisting, boom oscillations, spacecraft fields, and 
unmodeled geomagnetic sources, particularly from the 
ionosphere. We find variations of several tens of arcsec-
onds for the CHAMP, Swarm, and Cryosat instruments 
over multiple years of observations. DMSP presents 
the largest variations, spanning several hundred arc-
seconds over its model time period. This is likely due to 
the less accurate attitude knowledge on DMSP due to a 
lack of star cameras, as well as the higher noise level of 
the DMSP instruments, including large spacecraft fields 
which could not be removed from the data. Similar varia-
tions in CHAMP and Swarm alignment parameters were 
analyzed by Maus (2015) who hypothesized they could 
be due to either unmodeled ionospheric fields or a stellar 
aberration effect which is not fully corrected in the star 
camera data. Herceg et  al. (2017) performed a detailed 
analysis of this effect on the Swarm mission, ruling out 
a flawed stellar aberration correction, and attributing 
the effect to thermal variations in the optical bench sys-
tem. We find similar variations in our DMSP alignment 
parameters, and since DMSP does not carry star cameras 
for attitude determination, we can say at least for these 
satellites that the effect is not due to a flawed stellar aber-
ration correction. Whether the source of these variations 
comes from unmodeled ionospheric fields, thermal vari-
ations, or some other phenomena is beyond the scope of 
this study.

Table 5  Comparison of models with secular variation data derived from 99 ground observatories equatorward of ±40
◦ 

QD latitude during the gap period between CHAMP and Swarm (19 September 2010 to 22 November 2013)

Model B statistics are not shown since that model is not constrained during the gap

N mean (nT/year) σ (nT/year) median (nT/year) MAD (nT/year)

Model A

 dBr/dt 44 710 0.46 4.28 0.33 3.70

 dBθ /dt 44 710 0.21 9.11 0.79 8.69

 dBφ/dt 44 677 0.24 6.12 0.08 4.56

Model C

 dBr/dt 44 710 0.37 5.26 0.44 4.50

 dBθ /dt 44 710 0.35 9.43 0.84 8.85

 dBφ/dt 44 677 0.36 6.29 0.20 4.82

Model D

 dBr/dt 44 710 0.30 5.59 0.21 5.11

 dBθ /dt 44 710 0.37 10.65 0.73 10.62

 dBφ/dt 44 677 0.38 6.31 0.26 4.85

Model E

 dBr/dt 44 710 − 0.50 7.82 − 1.16 7.11

 dBθ /dt 44 710 0.55 10.14 0.83 10.03

 dBφ/dt 44 677 0.85 7.25 0.76 5.91
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Model validation

Model comparisons with ground observatories
Model A is the only model which includes measure-
ments from the ground observatory network, and so 
these ground stations offer a convenient way of eval-
uating the quality of the satellite-only models, par-
ticularly during the gap period. Due to the difficulties 
posed by large localized crustal anomalies in observa-
tory measurements, we opt to use secular variation 
time series as discussed in "Observatory data" in order 
to validate our models. We are particularly interested 
in the quality of Model C, which is derived from all 
four available satellite missions, and contains no pre-
viously calibrated data during the gap period. Figure 8 
shows examples of secular variation recorded by five 
ground observatories (KOU, MBO, ASC, HON, HER) 
along with our prediction of Model A (green) and 
Model C (red) for each field component. The blue 
shaded region indicates the gap period between the 
CHAMP and Swarm missions. We can see by visual 

inspection that Model A exhibits excellent agreement 
with the secular variation at each of these stations 
both inside and outside the gap period, particularly in 

Fig. 9  Lowes–Mauersberger power spectra at Earth’s surface at four different epochs for the main field (red), secular variation (green), and secular 
acceleration (blue). Model A is represented by solid lines, CHAOS-6-x9 by dashed lines, and the difference between the two by dotted lines

Table 6  Model A resolution information

For data subsets, Ni is the number of data in subset i. For the regularization norm 
� , Ni = rank(�) . The matrices R̃i refer to the diagonal block of Ri corresponding 
to the time-dependent internal field parameters. Tr is the trace operator

Time-dep. internal All

Data subset/
Norm

Ni Tr(R̃i) % Tr(Ri) %

CHAMP 1 132 075 881.48 8.0% 2993.49 13.8%

Swarm A 
and B

1 390 766 601.19 5.5% 1443.54 6.7%

Observatories 1 786 944 186.72 1.7% 186.72 0.9%

Cryosat and 
DMSP

7 722 827 210.44 1.9% 7598.06 35.2%

Subtotal 12 032 612 1879.83 17.1% 12 221.81 56.6%

�   11 820 9085.17 82.9% 9 383.19    43.4%

Total 12 044 432 10 965.00 100.0% 21 605.00 100.0%



Page 25 of 32Alken et al. Earth, Planets and Space           (2020) 72:49 	

the Ḃr and Ḃφ components. This is unsurprising since 
these same ground observatory data are used in build-
ing Model A. The Ḃθ datasets show larger variance due 
to external fields which are difficult to remove from 
the data. Model C, which uses no observatory data, 
shows reasonable agreement with the secular varia-
tion time series, although there are some exceptions, 
such as the Br component of Mbour during the gap 
period. It additionally exhibits undulations in the gap 
region, which indicates there may be a need to regu-
larize higher degree spherical harmonics in the model 
beyond the dipole regularization ( �gap2 ).

To quantify the secular variation predictions of our 
models during the gap period, we computed the mean, 
standard deviation, median, and median absolute devia-
tion (MAD) of the residuals between the observatory SV 
time series and our models. We include the median and 
MAD since they are robust to a small number of outli-
ers, which occasionally occur in some station data due 
to instrument errors. For this calculation, we used only 
ground observatories equatorward of ±40◦ QD lati-
tude to minimize noise due to the high-latitude polar 
ionospheric current systems. These criteria resulted in a 
total of 99 observatories for the analysis. The results are 
shown in Table  5. Model A (all data sources) exhibits 
residual median absolute deviations of 3.70, 8.69, and 4.56 
nT/year for the Br ,Bθ ,Bφ components respectively 
throughout the gap interval 19 September 2010 to 22 
November 2013. These numbers increase for Model C, 
which relies only Cryosat and DMSP during the gap to 
4.50, 8.85, and 4.82 nT/year, respectively. This modest 
increase is likely due to some remaining ambiguity in 
separating the Cryosat and DMSP calibration parameters 
from the internal field without having a previously cali-
brated dataset like INTERMAGNET available. Model D, 
built from CHAMP and Swarm only shows even larger 
residual MAD values of 5.11, 10.62, and 4.85 nT/year, 
respectively. Model D uses the �gap2  regularization dur-
ing the gap but does not include any measurements dur-
ing this period. These numbers represent increases in all 
components relative to Model C, which confirms that 
Cryosat and DMSP are providing meaningful informa-
tion on secular variation during the gap period, beyond 
what regularization can provide. Model E, built from 
only Cryosat/DMSP with no previously calibrated data-
sets, shows significantly larger residuals in all compo-
nents compared with Model C. While Model E applies 
the �gap2  regularization similar to Model C, it is clear that 
the model quality deteriorates without the inclusion 

of previously calibrated datasets such as CHAMP and 
Swarm.

Spectral comparison with CHAOS
Figure 9 shows the Lowes–Mauersberger spectra (Mau-
ersberger 1956; Lowes 1966, 1974) for the main field 
(red), secular variation (green), and secular acceleration 
(blue) for four different epochs at the Earth’s surface. 
Solid lines present the spectra for Model A, dashed lines 
represent CHAOS-6-x9, and dotted lines are the differ-
ences between the two models. We present the spectra 
only for the time-varying portion of the field, up to spher-
ical harmonic degree 15. We find close agreement for the 
main field at all degrees up to 15, with differences of 1 nT2 
or less, except for the epoch 2012.5, which shows slightly 
larger main field differences. This is likely due to the dif-
ferent datasets used to fill in the gap period in the two 
models. The secular variation spectra exhibit close agree-
ment for all spherical harmonic degrees with differences 
of order 1 (nT/year)2 or less. The secular acceleration 
spectra show agreement to within about 1 (nT/year2)2 for 
epochs 2006, 2009.5, and 2017, with the exception of the 
degree 1 terms in 2017. The degree 1 secular acceleration 
can vary between models due to the way in which inter-
nal fields are separated from external magnetospheric 
fields. CHAOS co-estimates a spherical harmonic degree 
2 external field (Olsen et  al. 2014) while Model A does 
not. For epoch 2012.5, we see visible differences in the 
secular acceleration for all spherical harmonic degrees, 
with Model A showing more power at all degrees. This 
could be due to the inclusion of Cryosat and DMSP data 
in Model A, as well as differences in model regularization 
across the gap period.

Resolution
Resolution analysis provides a mechanism to investigate 
the ability of the data to determine (or resolve) the model 
parameters. The model resolution matrix R relates the 
unknown true model parameters xtrue to the estimated 
parameters x through the relation x = Rxtrue (Menke 
2012; Aster et al. 2013). For our nonlinear inverse prob-
lem, if we assume that the model is approximately linear 
in the vicinity of the estimated model parameters (Taran-
tola 2005), then the resolution matrix is defined as

where the Jacobian matrix J is evaluated at the final esti-
mate of the model parameters x . However, following the 
approach of Sabaka et  al. (2004), we can partition our 
data into subsets and define model resolution matrices 
for each subset i, as well as a resolution matrix for the a 

(55)R =
(

JTWJ +�

)−1
JTWJ
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Fig. 10  a Diagonal entries of resolution matrices for Model A, separated by satellite dataset and plotted versus coefficient number from 1 to 21,605. 
Inset zoom view shows the resolution of the coefficient range approximately corresponding to the gap period between CHAMP and Swarm. The 
lower panels show the diagonal entries of the resolution matrices for the time-varying internal field portion versus spherical harmonic degree and 
time for b CHAMP (left) and Swarm (right), c Cryosat and DMSP, d ground observatories, and e all data sources
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priori information provided by the model regularization 
�,

Here, the Ji matrices are constructed only from the ith 
data subset and similarly for the weight matrices Wi . 
The trace of Ri gives the number of model parameters 
resolved by the ith data subset, while the trace of R� gives 
the number of parameters resolved by the a priori regu-
larization � (Tarantola 2005; Sabaka et  al. 2004). In the 
present study, we are particularly interested in the time-
varying internal field parameters resolved by Cryosat and 
DMSP beyond what the ground observatories alone can 
resolve during the gap period. We therefore define four 
data subsets for Model A: (1) CHAMP, (2) Swarm A and 
B, (3) ground observatories, and (4) Cryosat and DMSP. 
The trace of the resolution matrices for these subsets is 
given in Table 6.

Column Ni in the table provides the total number of 
measurements in data subset i, while for the regulari-
zation norm � , Ni = rank(�) . The matrices R̃i in the 
table refer to the diagonal block of Ri corresponding to 
only the time-varying internal field parameters. Here, 
we can see that CHAMP is resolving about 8.0% of the 
time-dependent internal field parameters compared to 
Swarm’s 5.5%. This is primarily due to CHAMP spanning 
a longer time interval than Swarm. Interestingly, we find 
that the ground observatories are resolving about 1.7% 
time-varying internal field parameters compared with 
1.9% for Cryosat and DMSP. This indicates that these 
satellites are indeed providing additional information 
about the internal field parameters beyond what ground 
observatories alone can provide, particularly since these 
ground measurements span the full 20-year time period, 
while Cryosat and DMSP combined span only 10 years. 
However, we note that because the data weighting of 
subsets is included in the resolution matrices (Eqs.  (56), 
(57)), we must exercise caution when interpreting these 
numbers especially due to the large number of measure-
ments contained in the Cryosat/DMSP subset relative to 
the ground observations.

Additional insight can be gained by plotting the diago-
nal entries of the resolution matrices. Figure  10a presents 
the diagonal entries of Ri (Model A) for each of our four 
data subsets, as well as the full resolution matrix [ diag(R) , 
Eq. (55)], plotted as a function of coefficient index. The full 
resolution diagonal entries are shown in grey, CHAMP 
in blue, Swarm A/B in red, observatories in orange, and 
Cryosat/DMSP in green. The figure is partitioned into 

(56)Ri =
(

JTWJ +�

)−1
JTi WiJi

(57)R� =
(

JTWJ +�

)−1
�

four sections, as indicated by the arrows at the top. The 
time-dependent internal part is characterized by a series of 
spikes in resolution followed by a rapid decrease. The order-
ing of coefficients in this section is as follows. There are a 
total of 43 B-spline coefficients gmn,i for each spherical har-
monic degree n and order m as written in Eq. (21). Since we 
expand the time-varying coefficients to degree and order 15, 
there are a total of 255 spherical harmonic coefficients for 
each of the 43 B-spline parameters. We organize the coef-
ficient indices into 43 blocks, each block containing 255 SH 
coefficients for that block, with the n = 1 dipole terms first, 
then n = 2 and so on. The spikes seen in Figure 10a indi-
cate an increase in resolution for the low degree SH coef-
ficients, followed by a decrease in resolution as we move 
toward the degree 15 parameters. This resolution decrease 
is the result of the �3 regularization which primarily aims to 
reduce the uncertainty in the higher SH degrees at the cost 
of decreased resolution. Because the time-varying internal 
field coefficients are organized in blocks according to the 
B-spline coefficients, as we move higher in coefficient index, 
the resolution values correspond approximately to a time 
series, due to the local nature of the B-spline basis functions. 
The resolution of the time-varying parameters is explicitly 
plotted as a function of time and spherical harmonic degree 
for datasets: CHAMP and Swarm (b), Cryosat and DMSP 
(c), observatories (d), and all data sources (e). Returning to 
panel (a), we can clearly see that the total resolution (grey) 
exhibits a dip below 0.8 in the gap period between CHAMP 
(blue) and Swarm (red). This indicates that the �3 regulari-
zation is playing a larger role in the gap period and that the 
combined ground observatory, Cryosat, and DMSP datasets 
cannot provide the same resolution as the CHAMP and 
Swarm datasets. In the inset zoom view in the right of the 
figure, we expand this gap region further to visualize the 
differences between observatories (orange) and Cryosat/
DMSP (green). The amplitude of the spikes (due to the low 
SH degree parameters) are higher for Cryosat/DMSP, but as 
mentioned previously, this could be due to relative weight-
ing differences between the two datasets. What is more 
interesting is that the the observatory curves drop to near-
zero resolution discernibly faster than the Cryosat/DMSP 
curves as we move to higher SH degrees. This feature is 
less likely to be caused by relative weighting differences, as 
it shows that ground stations are unable to provide resolu-
tion for the internal field parameters past some threshold, 
while Cryosat/DMSP continue to provide a meaningful 
resolution. For example, we find that during the gap period, 
the observatory resolution drops below 0.1 at spherical 
harmonic degree 5, while Cryosat/DMSP resolution drops 
below the same threshold at SH degree 8. This observation, 
combined with the validation results of the "Model com-
parisons with ground observatories" section, allows us to 
conclude that Cryosat/DMSP are indeed providing valuable 
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information about the time-varying internal field parame-
ters to spherical harmonic degrees higher than what ground 
observatories and regularization alone can provide.

The static field portion of Fig. 10a shows CHAMP (blue) 
contributing significantly higher resolution than the other 

datasets, with its resolution increasing at the higher SH 
degrees. This is expected due to CHAMP’s lower altitude 
at the end of its mission life. CHAMP’s ability to resolve 
higher degrees of the lithospheric field is further analyzed 
by Olsen et al. (2017). The total resolution (grey) is exactly 

Fig. 11  Time/longitude maps of secular acceleration in the Br component (top row) and third time derivative of Br (bottom row) at the core mantle 
boundary along the geographic equator. Maps are generated using spherical harmonic degrees 1 to 10 for Model A (left column) and CHAOS-6-x9 
(right column). Dashed lines indicate gap period between CHAMP and Swarm
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one for these parameters, since we have not applied any 
regularization to the static part of the model. The next 
portion shows the alignment parameters due to CHAMP 
and Swarm, which exhibit significant variation between 
about 0.4 and 0.9 resolution. We have not fully investi-
gated the cause of this, but unmodeled signals from the 
ionosphere and magnetosphere are often responsible for 
uncertainties in alignment parameters, and these vari-
ations could likely be reduced by applying heavier regu-
larization to the alignment splines. A similar statement 
could be made for the Cryosat/DMSP calibration param-
eters shown in the last portion of the figure. Here, we see 
that Cryosat’s parameters (the first three signals shown 
in green, one for each of the fluxgate instruments) are 
quite well resolved, above 0.9 for all three instruments. 
We attribute this to the accurate attitude knowledge 
provided by Cryosat’s star cameras, as well as the care-
ful data cleaning and preprocessing performed by Olsen 
et al. (2020). The DMSP calibration parameters (last three 
signals shown in green, one for each satellite F-16, F-17, 
F-18) show much larger variations, which are likely due 

to the poor attitude knowledge and significant spacecraft 
noise present on these satellites.

Secular acceleration
Several recent studies have identified pulses of secu-
lar acceleration occurring on sub-decadal timescales 
(Olsen and Mandea 2007; Lesur et  al. 2008; Chulliat 
et al. 2010; Chulliat and Maus 2014; Chulliat et al. 2015; 
Torta et  al. 2015; Finlay et  al. 2016). Secular accelera-
tion pulses have been identified in models built from 
CHAMP, Swarm, and the ground observatory network 
in 2006, 2009, and 2012.5 (Chulliat et  al. 2015). The 
occurrence of this latter pulse during the gap period 
between CHAMP and Swarm is one of the motiva-
tions of calibrating other space-based fluxgate instru-
ments in the present study to obtain a global picture 
of these rapid field changes. To analyze secular accel-
eration, it is necessary to downward continue the radial 
component of the field to its outer source region at the 
core mantle boundary (CMB, 3485 km radius). To do 
this, we assume electrical currents in the mantle are 

Fig. 12  Model A spatial maps of d2Br/dt2 at the core mantle boundary to spherical harmonic degree 8 for epochs 2006.0, 2010.0, 2012.5, and 
2017.0
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negligible on our timescales of interest, so that the 
magnetic field can be represented as a potential field at 
the CMB, allowing a straightforward downward contin-
uation. Figure 11 (top row) presents longitude vs time 
maps of the secular acceleration to spherical harmonic 
degree 10 along the geographic equator at the CMB for 
our Model A (left) and CHAOS-6-x9 (right). The black 
dashed lines indicate the gap period between CHAMP 
and Swarm data, and the signal during this time rep-
resents the previously reported 2012.5 pulse. Model A 
and CHAOS-6-x9 exhibit some agreement during this 
period, although there are some small-scale differences 
in the patches of secular acceleration at different lon-
gitudes. In particular, Model A shows more power in 
the secular acceleration pulses during this time, which 
could be due to the addition of the Cryosat and DMSP 
datasets for Model A, while CHAOS-6-x9 uses only 
ground observatories during the gap period. They could 
also be due to differences in regularization applied to 
the different models. A careful analysis of these dif-
ferences is beyond the scope of the present study, but 
our validation results of the "Model validation" section 
indicate that DMSP and Cryosat are providing valu-
able information about secular acceleration during this 
period. Figure 11 also indicates the presence of a fourth 
secular acceleration pulse around 2017. The bottom 
row of Fig.  11 presents longitude vs time plots of the 
third time derivative of Br at the CMB along the geo-
graphic equator for Model A (left) and CHAOS-6-x9 
(right). Here, we see more clearly the geomagnetic jerks 
occurring in 2005, 2008, 2011, and 2014 in the Atlan-
tic sector. We also see indications of a jerk around 2018 
to 2019, which we expect will become more visible in 
the coming years as more satellite data are recorded. 
These figures again demonstrate close agreement in 
the large-scale features between the two models, with 
some small-scale differences. In particular, we note the 
significantly stronger signal in 2011 for Model A com-
pared with CHAOS. This again is possibly due to the 
increased resolution provided by Cryosat and DMSP at 
the higher spherical harmonic degrees.

Figure 12 presents spatial maps of the secular accelera-
tion at the CMB for Model A at epochs corresponding to 
strong equatorial pulses. We see pulses along the equator 
which change polarity roughly every 3–4 years. We addi-
tionally see these pulses localized in the Atlantic region 
in 2006 and moving toward the Pacific into 2017.

Conclusions
We have presented a novel approach to co-estimating 
the calibration parameters of space-based fluxgate mag-
netometers simultaneously with internal spherical har-
monic coefficients representing Earth’s geomagnetic core 

field. Our approach eliminates the need for an a priori 
internal field model for calibration, such as IGRF, which 
could contaminate the calibration parameters with model 
errors, though at present we do use a prior external field 
model which could affect the final model parameters. 
Instead, our method requires a reference dataset of pre-
viously calibrated measurements. The present study uses 
CHAMP, Swarm, and ground observatories to provide 
this reference dataset. We supplemented these reference 
data with six additional space-based magnetic instru-
ments (three DMSP satellites and three fluxgates carried 
by Cryosat). We found that we could robustly estimate 
calibration parameters for each of these six instru-
ments, as well as obtain internal field model parameters 
which closely match existing state-of-the-art field mod-
els. To obtain a satisfactory separation of these different 
sets of model parameters during the gap period between 
CHAMP and Swarm, we found it was critical to either (1) 
include previously calibrated data from ground observato-
ries (e.g., Model A) or (2) apply an aggressive regulariza-
tion to the dipole internal field parameters (e.g., Model C).

Including DMSP and Cryosat data provided improved 
predictions of secular variation at 99 low- and mid-lat-
itude ground observatories during the gap period, and 
a resolution analysis confirms that these datasets can 
resolve the time-varying internal field to a higher spher-
ical harmonic degree than ground observatories. The 
DMSP and Cryosat data were also able to record a global 
picture of the secular acceleration pulse occurring in 
2012.5 to spherical harmonic degree 10. We believe that 
future studies on the origin of these secular acceleration 
pulses would benefit significantly from including DMSP 
and Cryosat data during the gap period.
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