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Towards probing Earth’s upper mantle 
with daily magnetic field variations: exploring 
a physics‑based parametrization of the source
Géraldine Zenhäusern1*  , Alexey Kuvshinov1, Martina Guzavina1 and Astrid Maute2 

Abstract 

The electromagnetic (EM) field variations capable of probing the electrical conductivity of the upper mantle and 
mantle transition zone have a period range between a few hours and 1 day. At these periods, the dominant source 
of the EM signals is the ionospheric current system, which has a complex spatial and temporal structure. A concept 
of global-to-local (G2L) transfer functions can handle spatially complex source by relating global source expansion 
coefficients with locally measured magnetic (or/and electric) fields. When estimating the G2L transfer functions, the 
source is commonly expanded into spherical harmonics (SH). In this paper, we explore an alternative parametrization 
of the source based on a principal component analysis (PCA) of the Fourier transformed output from the physics-
based Thermosphere Ionosphere Electrodynamics General Circulation Model (TIE-GCM). Specifically, we investigate 
whether magnetic fields computed in the realistic three-dimensional conductivity model of Earth excited by the 
PCA-based source agree better with observatory data than those computed in the same model but induced by the 
SH-based source. Using PCA to capture the source current compared to SH parametrization, we find that agreement 
with the observatory data is better during magnetically disturbed times and at shorter periods. Vice versa, it is poorer 
during magnetically quiet times and at longer periods. 

Keywords:  Electromagnetic induction, Ionospheric current systems, Magnetic field variations, Principal component 
analysis

© The Author(s) 2021. This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, 
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and 
the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material 
in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material 
is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the 
permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://​creat​iveco​
mmons.​org/​licen​ses/​by/4.​0/.

Introduction
Geomagnetic depth sounding (GDS) uses a naturally 
time-varying electromagnetic (EM) field to constrain the 
conductivity distribution in the Earth’s mantle. Using the 
derived conductivity distribution, the water, melt con-
tent, composition, and temperature distributions can 
be inferred. Of particular interest is the water content 
in the upper mantle (UM) and mantle transition zone 
(MTZ), as this parameter relates to Earth’s dynamics. 
Fortunately, conductivity is especially sensitive to this. 
The periods of EM field variations sensitive to UM and 

MTZ depths (0–670 km) are between a few hours and 
1 day. This period range is dominated by daily EM field 
variations, which are mostly generated in the ionosphere, 
making them, however, challenging to use, because the 
ionospheric source has a spatially complex structure (e.g., 
Schmucker 1999; Guzavina et al. 2019).

At mid-latitudes, the prevailing signal in daily varia-
tions corresponds to solar-quiet (Sq) variations. These 
variations are produced on the sun-lit side of the Earth 
and caused by currents flowing in the ionosphere’s 
E-region and lower F-region at the height of approxi-
mately 110 km (Maute and Richmond 2017b). The Sq 
current system is driven by solar tidal winds and, to a 
lesser extent, by lunar tides. This current system is gen-
erally described by a double vortex structure, one over 
each hemisphere. The northern current vortex rotates 
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anti-clockwise, while the southern vortex flows clockwise 
(Yamazaki et al. 2011). Sq variations manifest themselves 
most clearly during magnetically quiet periods (as indi-
cated by their name) and at latitudes poleward of ±5◦ of 
the dip equator  and equatorward of ±55◦ of the dipole 
latitude  (Schmucker 1999). An additional current sys-
tem is present within ±5◦ of the dip equator, called the 
equatorial electrojet (EEJ). As the name implies, it is an 
intense current system flowing eastward along the dip 
equator and, same as Sq variations, present on Earth’s 
sun-lit side. Its amplitude is significantly larger than Sq 
variations. While some view the currents as separate, 
others consider it as part of the Sq system (e.g., Olsen 
1991; Yamazaki and Maute 2017). Here, EEJ is consid-
ered as part of the Sq system when discussing the dif-
ferent components of daily magnetic field variations. 
Poleward of ±55◦ the auroral electrojet (AEJ) dominates. 
In contrast to the Sq current system, it is driven by the 
solar wind magnetospheric dynamo, which couples pro-
cesses between the magnetosphere and the ionosphere 
(Yamazaki and Maute 2017; Alken et al. 2017). Magnetic 
field signals due to AEJ have a much larger amplitude 
than those due to the Sq current system and dominate 
the signal at high latitudes. The spatial structure of AEJ 
is different from Sq, but no less complex. In addition, its 
temporal structure is also more complex compared to Sq 
(Alken et al. 2017).

As Sq variations are produced predominately by solar 
tides, they vary daily, seasonally, with the solar cycle 
( ∼ 11 years), and on time scales longer than 11 years 
(Yamazaki and Maute 2017). The Sq system has the most 
hemispherically symmetric spatial structure during equi-
noctial months March and September. For the rest of the 
year, the vortexes are less symmetrical, since the south-
ern (northern) hemisphere has a spatially larger vortex 
structure during northern (southern) winters (Chulliat 
et al. 2005).

One way to deal with spatially complex sources in GDS 
is to make use of a concept of global-to-local (G2L) trans-
fer functions (TFs), which relate the locally measured 
magnetic (and electric, if available) field to global expan-
sion coefficients describing the source (Püthe et al. 2015). 
This concept requires as adequate as possible description 
of the source. The Sq source’s parameterization in the 
context of G2L TFs estimation has so far been based on 
the spherical harmonics (SH) expansion (Guzavina et al. 
2019).

In this work, we explore an alternative parametriza-
tion based on spatial modes, which are estimated by 
principal component analysis (PCA) of the stream func-
tion obtained from a physics-based (PB) model of the 
ionosphere, specifically, the Thermosphere Ionosphere 

Electrodynamics General Circulation Model (TIE-GCM) 
(Qian et al. 2014).

Methods
Global‑to‑local transfer functions
Time-varying electric and magnetic fields are described 
by Maxwell’s equations, which in the frequency domain 
are given by

where µ0 is the magnetic permeability of free space, σ(�r) 
the conductivity of the medium, ω the angular frequency, 
and �B(�r,ω) and �E(�r,ω) are the magnetic and electric 
fields, respectively. �jext(�r,ω) describes the extraneous 
current due to daily magnetic field variations. The posi-
tion vector is defined as �r = (r, θ ,φ) , where r, θ ,φ are the 
distance from Earth’s center, the colatitude, and the longi-
tude in a geographic spherical coordinate system, respec-
tively. At the desired periods, displacement currents can 
be neglected. If the extraneous current is surrounded by 
an insulator, thus including the non-conducting atmos-
phere below the ionosphere, it can be represented as a 
sheet current (Guzavina et al. 2019):

with δ Dirac’s delta function, b = a+ h , a = 6371.2 km 
is Earth’s mean radius and h is the altitude at which the 
sheet current �jext(�r,ω) flows. This problem setup implies 
that we do not calculate the EM field inside the iono-
sphere. �er is the radial unit vector of the spherical coordi-
nate system, � = (θ ,φ) , and ∇H� denotes the tangential 
gradient of the stream function with

Following the approach by Guzavina et  al. (2019), the 
stream function � can be described as a linear combina-
tion of spatial modes:

where LPB(p) is the set of modes obtained from the phys-
ics-based approach describing the source at frequency 
ωp . We consider ωp =

2πp

T
 , where p = 1, 2, .., 6 is capped 

at the 6th time harmonic and T = 24 h. Combining Eq. 
(2) and Eq. (4), the extraneous current can be written as

(1)
1

µ0
∇ × �B = σ �E +�jext

∇ × �E = −iω�B,

(2)�jext(�r,ω) = −δ(r − b)�er ×∇H�(�,ω),

(3)∇H = �eθ
1

r

∂

∂θ
+ �eφ

1

r sin θ

∂

∂φ
.

(4)�(�,ωp) =
∑

l∈LPB(p)

ǫl(ωp)�l(�),
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where

Recalling Maxwell’s equations then gives

As Maxwell’s equations are linear with respect to the 
source, the magnetic field can then be expressed as

For comparison, the SH parametrization used by Guza-
vina et al. (2019) for the stream function is given as

Similar to the PB parametrization, LSH (p) describes the 
set of terms using SH parametrization. The source �jext is 
then written as

and

Here, n and m denote the degree and order of the 
spherical harmonic Smn = P

|m|
n (cos θ)eimφ , with P|m|

n  the 
Schmidt quasi-normalised associated Legendre func-
tions and ∇⊥ = r∇H . The double sum in Eq. (9) is given 
as (Schmucker 1999)

With this parametrization, Maxwell’s equations for �jmn  
can be written as

and the magnetic field can be expressed as

(5)
�jext(�r,ωp) =

∑

l∈LPB(p)

ǫl(ωp)�jl(�r),

(6)�jl(�r) = −δ(r − b)�er ×∇H�l(�).

(7)
1

µ0
∇ × �Bl = σ �El +�jl

∇ × �El = −iωp
�Bl .

(8)
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l∈LPB(p)

ǫl(ωp)�Bl(�r,ωp).
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(12)
∑

n,m∈LSH (p)
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m=p−1
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.

(13)
1

µ0
∇ × �Bm

n = σ �Em
n +�jmn

∇ × �Em
n = −iωp

�Bm
n ,

�Bm
n  and �Bl both represent a set of global-to-local (G2L) 

“magnetic” transfer functions (TFs). They relate the 
global source coefficient ǫmn  (or ǫl , in the case of �Bl ) to the 
locally measured magnetic field �B . In principle, one can 
obtain three TFs corresponding to each local magnetic 
field component. However, it is advantageous to use the 
(observed) tangential components only to estimate ǫmn  (or 
ǫl ). This is due to a reduced sensitivity of the tangential 
components to the subsurface conductivity (Kuvshinov 
2008). Furthermore, only the “radial” TF is estimated, 
relating the local radial component of the magnetic field 
with the pre-estimated ǫmn  (or ǫl ). In the nomenclature of 
Püthe et al. (2015) this TF is denoted as Tm

n  and reads

where Z = −Br and Tm
n = −Bm

n,r . In our case “radial” TFs 
are expressed as

where Tl = −Bl
r.

Obtaining spatial modes
To obtain the spatial modes introduced in Eq. (4), we 
use the stream function � given by TIE-GCM. TIE-
GCM is a numerical solver simulating the dynamics, 
composition, electrodynamics, and temperature of 
the coupled thermosphere–ionosphere system (Roble 
et  al. 1988; Qian et  al. 2014; Maute 2017). The TIE-
GCM simulation employed in this study is described in 
Egbert et al. (2020), and the main points are repeated 
herein for context. The simulated ionospheric current 
has contributions from the neutral wind dynamo, grav-
ity, and plasma pressure-gradient forcing (Maute and 
Richmond 2017a), and high-latitude magnetosphere–
ionosphere coupling. The tidal and wave variability 
at the lower boundary of TIE-GCM (approximately 
at 97  km) is informed by 3-hourly Modern-Era Ret-
rospective analysis for Research and Applications 
(MERRA) reanalysis data for the year 2009 (Häusler 
et  al. 2010; Maute 2017). The magnetosphere–iono-
sphere coupling at high latitudes is simulated using 
empirical ion convection (Heelis et al. 1982) and auro-
ral particle precipitation (Emery et  al. 2012) patterns 
driven by the 3-hourly Kp index. The TIE-GCM sim-
ulation is conducted for the solar maximum condi-
tions by using 2002 values for F10.7 and Kp. The full 
three-dimensional divergence-free ionospheric current 

(14)
�B(�r,ωp) =

∑

n,m∈LSH (p)

ǫmn (ωp)�B
m
n (�r,ωp).

(15)Z(�r,ωp) =
∑

n,m∈LSH (p)

ǫmn (ωp)T
m
n (�r,ωp),

(16)Z(�r,ωp) =
∑

l∈LPB(p)

ǫl(ωp)Tl(�r,ωp),
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Fig. 1  Time snapshots of TIE-GCM stream function �(t) on March 21 2009 (equinox)
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Fig. 2  Time snapshots of TIE-GCM stream function �(t) on June 21 2009 (solstice)
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system and its associated magnetic perturbation is 
determined using a stand-alone electrodynamics mod-
ule (Maute and Richmond 2017a). One of the outputs 
from this model is the desired stream function com-
puted for the period between January 13th 01:00 and 
December 16th 24:00 2009 at a “coarse” 2◦ × 5◦ grid 
with a sampling interval of 1 h. Examples of the TIE-
GCM stream function for equinoctial and solstice days 
are presented in Figs. 1 and 2. 

Since we will work in the frequency domain, TIE-GCM 
� is first converted from the time to frequency domain 
by applying a Fourier transform (FT) to the � time series 
at all grid points. The length of the time segment on 
which FT is applied is referred to as segment length s. 
The total number of non-overlapping segments S is given 
as S = M/s , where M is the time series’ total length. We 
then construct a matrix F for each period ωp as

where N is the number of grid points. Thus � j
i is the 

time-spectra estimate at the jth time segment at the ith 
grid point. Furthermore, according to the PCA concept, 
we form the covariance matrix R:

and apply to R an eigenvalue decomposition. Here, the 
superscript H denotes the Hermitian transpose. The 
eigenvectors represent the eigenmodes �l , or princi-
pal components (PCs), whereas the eigenvalues give 
the respective PC’s variance contribution. The PCs are 
uncorrelated over space, as they are eigenvectors that are 
orthogonal to each other (Björnsson and Venegas 1997). 
They are usually sorted in order from the largest to the 
smallest eigenvalues. The PC corresponding to the largest 
eigenvalue will explain the most variance, followed by the 
second, third PC, etc. In practice, the PCs corresponding 

(17)F(ωp) =











�1
1 (ωp) �1

2 (ωp) · · · �1
N (ωp)

�2
1 (ωp) �2

2 (ωp) · · · �2
N (ωp)

...
...

. . .
...

�S
1 (ωp) �S

2 (ωp) · · · �S
N (ωp)











,

(18)R(ωp) = F(ωp)
HF(ωp)

to a few of the largest eigenvalues explain most of the 
analyzed fields’ variance. The cumulative variance of n 
PCs can be calculated as (e.g., Alken et  al. 2017; Egbert 
et al. 2020)

where �i is the eigenvalue corresponding to ith PC, and 
N the total number of modes which in our case equals 
the number of grid points, i.e., N = 90× 72 = 6480 . 
As it will be shown later in the paper, one needs at most 
25 PCs (spatial modes) to explain more than 99% of the 
variance. This is a dramatic reduction from the total 6480 
spatial modes. Moreover, even fewer modes are needed 
to achieve a meaningful agreement when fitting the data 
in practice. This will be discussed later in the paper.

Estimating external source coefficients
Figure  3 presents a workflow to estimate the external 
source coefficients, which are further used to assess the 
agreement with observatory data. Specifically, PCA is 
first applied to the output from the physics-based model. 
PCA is performed for different months  and time series 
lengths to analyze the influence of different PCA setups 
on the resulting fit. Second, from the recovered modes 
�l(ωp) (determined at a coarse, 2◦ × 5◦ , grid) the extra-
neous current �jl produced by each mode 1, 2, .., LPB at 
period ωp is calculated according to Eq. (6) using finite 
differences. The number of LPB is investigated during the 
analysis and will be discussed later in the paper. Further-
more, �jl is interpolated at a finer, 1◦ × 1◦ , grid. The finer 
grid is required to compute the magnetic field �Bl as accu-
rate as feasible. The magnetic field computation relies on 
a numerical solution of Maxwell’s equations given in Eq. 
(7). This is done with the use of the X3DG solver (Kuvs-
hinov 2008) which is based on a volume integral equa-
tion approach with contracting kernel (cf. Pankratov and 
Kuvshinov 2016). The solver requires—along with �jl —a 

(19)κn =

n
∑

i=1

�i

N
∑

i=1

�i

,

Fig. 3  Workflow used to estimate external source coefficients. FD stands for finite differences. �rc and �rd denote a “coarse” and “dense” grid, 
respectively. See details in the text
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reference model of Earth’s conductivity; here, the con-
ductivity distribution described by Grayver et  al. (2017) 
is used. Specifically, the conductivity model consists of a 
radially varying 1-D structure throughout the Earth with 
a layer of laterally varying conductance (of 1◦ × 1◦ resolu-
tion) at the surface, accounting for the non-uniform dis-
tribution of the oceans and continents.

The external source coefficients ǫl described in Eq. 
(8) are calculated from the X3DG-derived tangential 
magnetic fields and the hourly-mean tangential mag-
netic fields from the global network of geomagnetic 
observatories. A detailed description of the observa-
tory data used for the external coefficients’ estimation 
can be found in Guzavina et  al. (2019). Time spectra 
of the observatory magnetic fields are obtained at 
time harmonics of daily variations (i.e., at periods 24, 
12, 8, 6, 4.8, and 4 h) for every day of the considered 
time interval. The source coefficients are estimated 
for the kth day ( k = 1, 2, ...,K  ) and pth frequency 
( p = 1, 2, ..., 6 ) using a Huber-weighted robust regres-
sion method (Aster et  al. 2018) as applied to the fol-
lowing minimization problem:

where k denotes the kth day, K is the number of days, 
dk(ωp) is a data vector containing the pth time spectra of 
the observed tangential magnetic fields for the kth day, 
ǫ̃k(ωp) is a vector with the estimated external source coef-
ficients, and H is a matrix containing the predicted tan-
gential magnetic fields. {σ } denotes the 3-D conductivity 
distribution in the reference model described above. As 
an example, for p = 1 (period of 24 h), the corresponding 
vectors and matrix look as follows:

(20)
∥

∥dk(ωp)−H(ωp, {σ }) ǫ̃k(ωp)
∥

∥

Huber
−→
ǫ̃k (ωp)

min,

(21)

dk =(Xobs
k

(�r1,ω1), · · · ,X
obs
k

(�rN ,ω1),

Y
obs
k

(�r1,ω1), · · · ,Y
obs
k

(�rN ,ω1))
T
,

(22)ǫ̃k =(ǫ̃1,k(ω1), ǫ̃2,k(ω1), · · · , ǫ̃LPB(1),k(ω1))
T ,

(23)H =





























X1(�r1,ω1, {σ }) X2(�r1,ω1, {σ }) · · · XLPB(1)(�r1,ω1, {σ })
X1(�r2,ω1, {σ }) X2(�r2,ω1, {σ }) · · · XLPB(1)(�r2,ω1, {σ })

...
X1(�rN ,ω1, {σ }) X2(�rN ,ω1, {σ }) · · · XLPB(1)(�rN ,ω1, {σ })
Y1(�r1,ω1, {σ }) Y2(�r1,ω1, {σ }) · · · YLPB(1)(�r1,ω1, {σ })
Y1(�r2,ω1, {σ }) Y2(�r2,ω1, {σ }) · · · YLPB(1)(�r2,ω1, {σ })

...
Y1(�rN ,ω1, {σ }) Y2(�rN ,ω1, {σ }) · · · YLPB(1)(�rN ,ω1, {σ })





























.

Here, the superscript T denotes the transpose of a vector, 
X = −Bθ and Y = Bφ are north- and east-directed mag-
netic field components, respectively. Note that the num-
ber of geomagnetic observatories used for the external 
coefficients’ estimation can be adjusted for their latitudi-
nal position. In the paper, we explore two sets of observa-
tory data: data from observatories from all latitudes and 
observatories with geomagnetic latitudes restricted to 
poleward of ±5◦ and equatorward of ±55◦ . With the lat-
ter restrictions, the influence on the results of both the 
equatorial and auroral electrojets can be minimized.

Assessing the agreement with observatory data
To quantitatively assess the performance of different set-
ups during the PCA analysis, we will use the coefficient of 
determination R2 , which is defined as

where �rj is the observatory location, B stands for either 
magnetic field component X, Y, or Z. B is the mean of the 
observed magnetic field component over N used obser-
vatories at day k, and it is calculated as

The predicted fields are calculated as

The closer this coefficient is to one, the better the accu-
mulative (i.e., across all observatories) agreement 
between predicted and observed (i.e., estimated from the 
data) magnetic fields at the pth frequency/period.

(24)

R2
k(B,ωp) = 1−

N
∑

j=1

|Bobs
k (�rj ,ωp)− B

pred
k (�rj ,ωp, {σ })|

2

N
∑

j=1

|Bobs
k (�rj ,ωp)− B

obs
k (ωp)|2

(25)B
obs
k (ωp) =

1

N

N
∑

j=1

B
obs
k (�rj ,ωp).

(26)

B
pred
k (�rj ,ωp, {σ }) =

∑

l∈LPB(p)

ǫl,k(ωp)Bl(�rj ,ωp, {σ }).
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Results and discussion
As Sq variations change not only daily but also season-
ally, restricting PCA to a certain interval of the whole 
year, TIE-GCM output data can be used to capture some 
state of the Sq source. (As explained above, under TIE-
GCM output data we understand the stream function 
computed for the period between January 13th 01:00 
and December 16th 24:00 2009.) For example, the dou-
ble vortex structure of Sq is most symmetric during the 
equinoctial months March–April and September–Octo-
ber; thus, the spatial modes obtained from only these 
months are hypothesized to represent the most simple 
spatial structure. Similarly, the solstice months June–July 
and December–January should represent the most com-
plex Sq current system structure and should, therefore, 
require a larger number of spatial modes to explain the 
same amount of variance in the source.

The segment length s is another parameter that can be 
adjusted. As the Sq source varies predominately daily, the 
obvious choice for s is 24 h. However, other non-periodic 
variations such as coming from the auroral electrojet 
are also captured within this segment length. As their 
amplitude is much larger than that of  Sq variations at 
high latitudes, this may mask Sq in the spatial modes. By 
increasing s, the non-periodic contributions to the daily 
variations such as AEJ should be minimized, and the 
resulting modes should depict Sq variations more clearly.

Instead of using the original TIE-GCM stream func-
tion �(t) , it is also possible to suppress smaller scale (but 
larger amplitude) signals coming from AEJ and EEJ. This 
can be done by applying a spherical harmonic filter with 
a specified cutoff degree. The resulting �filt(t) should 
contain fewer short-wavelength features than the original 
stream function. This approach can be used to reduce the 
complexity of the source, as well as focus on large-scale 
features contained therein.

In the following sections, we will discuss how all the 
above-mentioned PCA setups influence the results.

Dependence of the results on period
We start with investigating how many spatial modes at 
each period are needed to explain most of the TIE-GCM 
stream function variability. Figure 4 presents the cumu-
lative variance (cf. Eq.  19) for the first 30 spatial modes 
at each considered period. In this model experiment, all 
338 days were used for PCA, and the segment length s 
was taken as 24 h. Dashed and dash-dotted horizontal 
lines allow us to estimate the number of modes needed 
to explain 95% and 99% of the TIE-GCM data variability, 
respectively. It is seen that this number varies noticeably 
with period. For periods in the range of 24–6 h, the ten-
dency is apparent: the longer the period, the smaller the 

number of modes is required to explain the major part 
of variability. At periods 4.8 and 4 h, the number of “sig-
nificant” (i.e., explaining the specified value of variability) 
modes, denoted hereinafter as Nsign , remains approxi-
mately the same as for the period of 6 h. This indicates 
that the source’s complexity increases from 24 h to 6 h 
periods, after which it stays unchanged. The increase of 
the threshold for the explained variability from 95% and 
99% expectedly leads to an increase in Nsign ; de facto, 
the number of modes approximately doubles. Table  1 
demonstrates quantitatively the above observations. The 
table also contains the results for PCA performed for a 
2 months (“equinoctial”) interval of TIE-GCM data, 
namely, for March and April (61) days. For this scenario, 
the number of Nsign appears to be two times smaller than 
when all 338 days are used for PCA. A decrease of Nsign 
is not totally surprising, since (almost) 1 year of TIE-
GCM data should reveal (by construction) more stream 
function variance. We also expected that the structure 
of ionospheric source is less spatially complex during 
equinoctial months, which could also be the reason for a 
significant decrease in Nsign when only March and April 
data are used (cf. Alken et al. 2017).

Dependence of the results on the time interval used 
for PCA
As we saw in the previous section, the choice of time 
interval for PCA substantially affects Nsign . In this sec-
tion, we explore this effect in more detail. Figure  5 
presents Nsign with respect to period, season, and the 
length of used time interval. As expected, the shorter 

Fig. 4  Cumulative variance for the first 30 spatial modes of PCA 
applied to the whole 338 days TIE-GCM time series and plotted for 
each period, P = 24, 12, 8, 6, 4.8, and 4 h. FT segment length is 24 h. 
Dashed and dash-dotted lines mark the 95% and 99% thresholds, 
respectively
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Fig. 5  Number of modes needed to explain 99% variance for each period, P = 24, 12, 8, 6, 4.8, and 4 h. The time series length is 16 days, 1 month, 
and 2 months (adjacent months, thus January–February, March–April, May–June, etc.). The FT segment length for all PCA runs is 24 h. Note that 
January and December do not have the full months of data available, as the TIE-GCM stream function spans 13.01.2009-16.12.2009

Table 1  Table listing the number of spatial modes needed for each period to surpass either 95 or 99% variance ( κ ) threshold. The list 
includes PCA results using the full data set and restricting the data to March–April

Time Series κ [%] Period [h]

24 12 8 6 4.8 4

Full year 95 3 6 9 12 12 11

99 7 12 18 25 26 25

March–April 95 2 3 5 6 7 7

99 4 6 8 12 13 13

Fig. 6  Number of modes needed to explain 99% variance for each period, P = 24, 12, 8, 6, 4.8, and 4 h. The time series length is restricted to single 
months, and the FT segment length is varied between 24, 48, and 72 h. Note that January and December do not have the full months of data 
available, as the stream function spans 13.01.2009-16.12.2009
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time intervals require fewer modes to explain the vari-
ance. This effect can be seen at all periods; however, 
it is more pronounced at shorter periods. The figure 
illustrates again that more modes are needed to explain 
variance at shorter periods. The counter-intuitive result 
we obtain is that Nsign was the largest/smallest when 
we performed PCA for the equinoctial/solstice months 
data, opposite to our expectations; hitherto, we don’t 
have an explanation for this result.

Dependence on the FT segment length
The length of the time segment on which the FT is 
applied also affects the results significantly. Figure  6 

shows Nsign with respect to period and FT segment 
length. It is seen that the longer the FT segment, the 
smaller Nsign ; this effect is observed at all periods. It is 
also instructive to look at the first (dominant) mode 
at each period using different FT segments. Figures  7 
and  8 present these modes when PCA is performed 
for the whole year TIE-GCM data using FT segment 
lengths as 24 and 72 h, respectively. It is seen that the 
dominant modes at longer periods (6–24 h) are almost 
not affected by the length of the FT segment. This is not 
the case for the shortest periods of 4.8 and 4 h. With 
24 h FT segments, the corresponding modes are domi-
nated by high latitude features, most probably due to 

Fig. 7  Maps of the first, dominant mode for each period P = 24, 12, 8, 6, 4.8, and 4 h for PCA for the whole time series with an FT segment length of 
24 h. Both real and imaginary parts are displayed. Scaling is normalized and unit-less

Fig. 8  Maps of the first, dominant mode for each period P = 24, 12, 8, 6, 4.8, and 4 h for PCA for the whole time series with an FT segment length of 
72 h. Both real and imaginary parts are displayed. Scaling is normalized and unit-less
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AEJ, and thus no (Sq) features are visible at lower lati-
tudes. When increasing FT segments’ length up to 72 
h, high latitude structures no longer have the largest 
amplitude; mid-latitude features start to dominate and 
show the patterns one expects for the Sq signal. This 
indicates that the high latitude structures that domi-
nate when using short FT segments are not periodic 
over multiple days and are thus filtered out when using 
longer segments.

High latitude spatial filtering
We also tried to diminish the influence of AEJ on the 
results by applying a spatial spherical harmonics filter to 
the TIE-GCM stream function, thus removing the short 
scale structures which are assumed to be associated 
with AEJ. The cutoff degree in the SH filtering, Ncut , var-
ied from 6 to 18. However, our model experiments (not 
shown in the paper) show that such filtering does not 
lead to an improved agreement between observations 
and modeling results, as quantified by the coefficient of 
determination R2 discussed previously.

We also tried some other PCA setups, but overall we 
did not notice that some specific setup provides an agree-
ment between observations and modeling results, which 
can be considered noticeably outperforming. Table  2 
summarizes the results of all model experiments we 
performed.

Comparison of the SH‑ and PCA‑based results
Among all PCA results, the best agreement with 
the observed data, as given by the coefficient of 

determination R2 , is obtained using the whole year of data 
with 24 h FT segments. We compare the corresponding 
R2 with those computed by exploiting SH parameteriza-
tion of the source (Guzavina et al. 2019). Figures 9 and 10 
show R2 for tangential and vertical components, respec-
tively. Note that Guzavina et  al. (2019) used the same 
number (12) of SH terms to describe the source (with one 
exception, however: 11 terms for the period of 24 h). We 
also note that at each period Guzavina et al. (2019) used 
different sets of SH terms while keeping the same number 
of terms. It is seen that in comparison to SH parametri-
zation, the PCA-based parameterization gives a better 
agreement with the observations at all components dur-
ing magnetically disturbed times and at shorter periods. 
Conversely, the agreement is poorer during magnetically 
quiet times and at longer periods.

Finally, we compare—at selected geomagnetic observa-
tories and for the period of 3 days—the observed magnetic 
fields with those predicted using the PCA-based and SH 
parametrization of the source. Figure 11 shows the results at 
observatories Alice Springs (ASP), Boulder (BOU), Cham-
bon la Foret (CLF), and Honolulu (HON). Agreement 
between observed and predicted fields varies with com-
ponents and observatories and is generally best on the Y 
component. From the figure, it is difficult to judge whether 
the predictions based on the  physics (PCA)-based param-
eterization of the source are in a better agreement with 
observations than the “SH-based” predictions. Overall both 
predictions agree well with observations.

Table 2  Table listing the major findings of this work. The explored parameters are period P = 24, 12, 8, 6, 4.8, 4 h; variance σ 2
= 95% 

or 99% provided by PCA; total length of time series used for PCA (maximum—almost 1 year, minimum—2 weeks); selection of time 
series (separating them into sections); high latitude filtering by applying an SH filter of degree Ncut ; segment length along which a 
Fourier transform is applied (24, 48, 72 h); and latitude of observatory stations used for the estimation of the source coefficient. “N/A” 
stands for not applicable

Explored parameter Effect on the number of modes Effect on the spatial features R
2 results

Period (P) Increases for decreasing P Long P show larger scale features
Short P show smaller and high latitude 

features

Increased agreement with increasing P

Variance Doubles when going from 95 to 99% Subsequent modes tend towards 
smaller scale features

Improved when using higher variance

Length of time series Increases for longer time series Only a weak effect on the dominant 
modes

Improved for longer time series

Selection of time series Increases for equinoctial months Only a weak effect on the dominant 
modes

Weak improvement for equinoctial 
months

High latitude filtering Decreases (more prominent for lower 
Ncut)

Features are blurred, but still present at 
high latitudes

Worsens compared to unfiltered data

FT segment length Decreases for longer segment lengths Longer segment lengths show expected 
Sq pattern at short P

Improved for short segment lengths

Observatory latitude N/A N/A Best agreement using only mid latitudes
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Fig. 9  Coefficient of determination R2 for periods P = 24, 12, 8, 6, 4.8, and 4 h for magnetic field components X and Y. X = −Bθ and Y = Bφ denote 
the north and east components, respectively. Stations for estimating the Sq coefficients are limited to mid-latitudes between ±5

◦ and 55◦ . Two 
leftmost columns: R2 computed by Guzavina et al. (2019) using a spherical harmonic parameterization of the source. Two rightmost columns: R2 
computed using a PCA-based parameterization of the source. The number of modes corresponds to the 99% threshold for the variance of the 
TIE-GCM stream function. PCA was applied to the whole 338 days TIE-GCM time series. FT segment length was taken as 24 h. Grey circles mark 
all days, and red pluses mark equinoctial days. The lines mark their mean values, respectively. The aa index indicates the level of geomagnetic 
disturbance, where a larger index stands for a more disturbed day; more details about this index can be found in Guzavina et al. (2019)
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Conclusions
The main goal of the paper was to investigate whether 
magnetic fields computed in a realistic Earth’s 3-D con-
ductivity model excited by a PCA-based source agree 
better with the observations than those computed in the 
same model but induced by an SH-based source.

PCA was applied to the Fourier transformed stream 
function from the physics-based Thermosphere Iono-
sphere Electrodynamics General Circulation Model 

(TIE-GCM). We tried different PCA setups to explore 
the behavior of the recovered PCA spatial modes.

One major finding is the period dependence of the 
PCA-based parametrization. We find that longer peri-
ods require fewer modes, and long-wavelength features 
expectedly dominate them. Short periods require more 
modes and show predominately short-wavelength struc-
tures. This dependency of daily magnetic signals on 
period could be used in other parametrization schemes 
as well. Note that previous studies based on SH param-
eterization (Koch and Kuvshinov 2013; Guzavina et  al. 
2018, 2019) have kept the number of SH terms constant 
for all periods. A more nuanced parametrization that 
considers the differences between periods might improve 
the results when estimating the external source coeffi-
cients, and in turn, may improve estimation of global-to-
local transfer functions (Guzavina et al. 2019).

We find that the choice of FT segment length affects the 
resulting modes. The high latitude features dominating at 
short periods when using 24  h segments, caused by AEJ, 
vanish when using 72  h segments. Furthermore, it seems 
that limiting the time series which supplies the basis for 
PCA does not improve the fit with the observed data; this 
was based on the assumption that using only equinoctial 
months, which have the simplest spatial structure for Sq, 
would help stabilize the parametrization and thus reduce 
seasonal fluctuations. The best agreement with the observed 
data is achieved using modes obtained from the whole year 
of model data using 99% variance as a threshold and 24 h as 
segment length. Furthermore, the fit is better when latitudes 
are restricted to mid-latitudes, namely, poleward of ±5◦ and 
equatorward of ±55◦.

In contrast to using a SH parametrization to describe daily 
magnetic signals, PCA performs almost as good when using 
observatories from all latitudes compared to limiting them 
to mid-latitudes only. Therefore, a wider range of measure-
ments is available, and possibly the conductivity beneath 
high latitude stations as well as stations located near the dip 
equator can be inferred. This can expand the available data 
significantly.

PCA performs better than SH at magnetically disturbed 
days, meaning with increased aa index. As SH struggles with 
increased magnetic disturbance, PCA seems to offer a suit-
able alternative for data containing many disturbed days.

We find that the physics-based parametrization performs 
worse than SH at P = 24 h. This could be due to the fact that 
TIE-GCM does not include effects from the magnetosphere 
and inner magnetosphere, e.g., from ring and tail currents, 
contributing to daily magnetic field variations. An alternative 
physics-based model, such as the Ground-to-topside model 

Fig. 10  Same as in Figure 9 but for Z component
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Fig. 11  Comparison of observed (black) and predicted magnetic field components X, Y, and Z. Predictions using the physics-based and SH 
parameterization are given by the blue and red dashed lines, respectively. Shown are the results for observatories ASP, BOU, CLF, and HON for a 
period between March 8th and March 14th, 2014. SH results are from Guzavina et al. (2019). Note the different y-axis scales
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of Atmosphere and Ionosphere for Aeronomy [GAIA; Jin 
et al. (2011, 2012), Fujita et al. (2018)] could be used to inves-
tigate this problem further.
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